Mechatronics in Action
Foreword
The History of the Mechatronics Forum

Memiş Acar¹

Origins

The Mechatronics Forum came into existence at a meeting held at the Institution of Mechanical Engineer’s (IMechE) London headquarters on the 30th of October, 1990, and was attended by over 70 individuals. The Forum was the first organisation in the Western world to recognise the importance of mechatronics and to promote it as an integrating engineering discipline.

Although the word Mechatronics has been around since 1969 – the term was coined by Mr. Tetsuro Mori, a senior engineer of the Japanese company Yaskawa – it was only in the early 1990s that it began to be used to any great extent in the UK. However since then, through the activities of the Mechatronics Forum, the term mechatronics and the engineering design philosophy that it encompasses has become widely recognised.

Mechatronics today extends beyond the integration of mechanical, electronic and computer engineering. Many engineers now see it as embracing a wider range of engineering activities, from design through manufacture to the market place. Hence, they regard mechatronics as a major influence in pulling together and integrating the many aspects of engineering which increased specialisation has tended to push apart over recent years.

It was in an attempt to solve this increasingly difficult problem that the Mechatronics Forum was conceived as a first step towards the building of bridges between the many technologies, philosophies and disciplines which comprise mechatronics and the professional institutions that are committed to their own particular specialised subjects.

In this context, the Mechatronics Forum initially operated under a series of inter-institutional arrangements, with secretarial and administrative services provided alternately by the Institution of Mechanical Engineers (IMechE) and the Institution of Electrical Engineers² (IEE). However, in recent years, this
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² Now the Institution of Engineering and Technology (IET)
relationship has changed on a number of occasions and it currently operates under the auspices of the IMechE.

**Mechatronics Forum Committee and Its Chairs**

The founding Committee of the Mechatronics Forum was charged with a comprehensive portfolio of objectives including setting up and establishing a publication of a regular Newsletter, popularising mechatronics, focusing on educational issues, and seeking ways of bringing together all those interested in mechatronics, and especially of promoting closer links between industry and academia. These are still the objectives today, and significant advances have been made in relation to a number of them.

Today, the committee includes a number of members from outside the UK who help with the internationalisation of the Mechatronics Forum and its activities. To this end, the majority of its international biennial conferences have been held outside the UK.

The first Chair of the Mechatronics Forum was Professor Jack Dinsdale of the University of Dundee; the complete list of Chairs to the time of writing is:

1990  Professor Jack Dinsdale  University of Dundee
1993  Professor Jim Hewit  Loughborough University
1994  Professor Rob Parkin  De Montfort University
1995  Professor Tim King  The University of Birmingham
1996  Professor Phil Moore  De Montfort University
1997  Dr Memis Acar  Loughborough University
1998  Dr Klaus Selke  University of Hull
2000  Dr Memis Acar  Loughborough University
2004  Professor Geoff Roberts  Coventry University
2008  Professor Phil Moore  De Montfort University

**Mechatronics Forum Conferences**

The Mechatronics Forum was the first professional group to organise conferences on this engineering field. The first conference was organised at Lancaster University in 1989 by Dr David Bradley\(^3\) who was, along with Prof. Jack Dinsdale and Prof. Jim Hewit, one of the three leading founders of the Mechatronics Forum. Although the Mechatronics Forum did not exist then as an organisation, the concept was in the minds of its founders at the time of the Lancaster conference. Hence, it is proper to count this conference as the first of the Mechatronics Forum Conferences.

This first conference was followed by conferences in Cambridge (1990) and Dundee (1992). After holding the first three conferences in the UK, in 1994 the Mechatronics Forum held its first conference outside the UK, organised in

---

\(^3\) Now Prof. David Bradley and one of the editors of this book
collaboration with the Technical University of Budapest, Hungary. With this initiative, Prof. Jim Hewit played a pivotal role in the internationalisation of the Mechatronics Forum Conferences. All subsequent conferences have been held outside the UK. The following is the complete list of the biennial Mechatronics Forum Conferences to the time of writing:

1989 1st Conference Mechatronics in Products and Manufacturing
      Lancaster University
1990 2nd Conference Mechatronics – Designing Intelligent Machines
      IMechE conference at Robinson College, Cambridge
1992 3rd Conference Mechatronics – The Integration of Engineering Design
      University of Dundee, Dundee, Scotland
1994 4th Conference Mechatronics: the Basis for New Industrial Development
      Technical University of Budapest, Budapest, Hungary
1996 5th Conference University of Minho, Minho, Portugal
1998 6th Conference University of Skövde, Skövde, Sweden
2000 7th Conference Georgia Institute of Technology, Atlanta, USA
2002 8th Conference University of Twente, Twente, The Netherlands
2004 9th Conference Middle East Technical University, Ankara, Turkey
2006 10th Conference Penn State University, Great Valley Campus, Malvern, USA
2008 11th Conference University of Limerick, Limerick, Ireland
2010 12th Conference ETH, Zurich, Switzerland

In addition, the Mechatronics Forum is organising the 10th International Workshop on Mechatronics Education and Research in (REM). This is a European network of universities active in mechatronics and the conference will be held in 2009 at the University of Strathclyde in Glasgow.

Mechatronics Forum Prestige Lectures

One of the principal activities of the Mechatronics Forum has been the organisation of a series of Prestige Lectures. The lectures in this series to the time of writing are:

1995 The Role of Xero-Mechatronics in New Product Development
      Dr John F Elter of the Xerox Corporation
1996 Advances in Mechatronics: the Finnish Perspective
      Vesa Salminan of FIMET

4 Both the 1st and 2nd conferences were held before the Mechatronics Forum was formally constituted, but were instrumental in its establishment and hence are included in the list of conferences. After the Robinson College conference, it was agreed that subsequent conferences should come under the auspices of the Mechatronics Forum and be held biennially.
1997  *The Industrial Benefits of Mechatronics: the Dutch Experience*
Professor Job van Amerongen of the University of Twente

1998  *Virtual Worlds – Real Applications: Industrial and Commercial Developments in the UK*
Professor Bob Stone of the University of Birmingham,

2000  *Mechatronic Solutions for Industry*
Professor Rolf Isermann of the University of Darmstadt

2001  *Intelligent Mechatronics: Where to go?*
Professor Toshio Fukuda of Nagoya University

2003  *Bionics: New Human Engineered Therapeutic Approaches to Disorders of the Nervous System*
Professor Richard Normann of the University of Utah

2004  *GM’s Approach to Eliminating Complexity and Making the Business More Successful*
Dr Jeffrey D Tew of General Motor’s R&D Center

2005  *Mechatronic Design Challenges in Space Robotics*
Dr Cock Heemskerk & Dr Marcel Ellenbroek of Dutch Space

2006  *Cyborg Intelligence: Linking Human and Machine Brains*
Professor Kevin Warwick of the University of Reading

2007  *Iterative Learning Control – From Hilbert Space to Robotics to Healthcare Engineering*
Professor Eric Rogers of the University of Southampton

2008  *World Water Speed Record Challenge – The Quicksilver Project*
Nigel Macknight, Team Leader and Driver, Quicksilver (WSR) Ltd

2009  *Meeting the Challenges and Opportunities of Sustainability Through Mechatronic Product Development*
Professor Tim McAloone of the Technical University of Denmark

**Mechatronics Forum Events**

The Mechatronics Forum also organises short one-day events on specific topics of interest for the benefit of its members. The following is a selection of the topics covered over the years:

1991  *Mechatronic Design for the Machining of Exotic Materials*
Seminar held at Leicester Polytechnic

1994  *Mechatronics – the Japanese Way*
Colloquium held at the IMechE in London

1995  *Innovative Actuators for Mechatronics Systems*
Colloquium held at the IEE Savoy Place in London

5 Now De Montfort University
1996  *Mechatronics Education*
    Colloquium held at Manchester Metropolitan University

1996  *Mechatronics in Automated Handling*
    Royal Mail Technology Centre, Swindon

1996  *The Industrial Benefits of Mechatronics: The Scandinavian Experience*
    Colloquium held at the IEE headquarters at Savoy Place in London

1996  *Process Control and Robotics*
    IMechE in London

1997  *Mechatronic Systems*
    Workshop with Professor Rolf Isermann of Darmstadt University held at the IEE headquarters at Savoy Place in London

1997  *Intelligent Machines and Systems: the Implications for Mechanical Engineering*
    Workshop with Professor George Rzevski of the Open University held at the IMechE in London

1997  *Design of Modern Manufacturing Machinery*
    Colloquium held at the IMechE in London

1997  *Total Design of Mechatronics Systems*
    Workshop held at the University of Bath

1998  *Choosing and Using PLCs*
    Colloquium held at the IEE Savoy Place and the University of Birmingham

1998  *Learning from the Japanese Experience*
    Colloquium held at the IEE Savoy Place in London

1998  *Mechatronics Mini Symposium*
    Symposium at the IMechE Control 98 Conference at the University of Wales, Swansea

2002  *Future Trends in Robotics*
    Seminar at the IMechE in London

2003  *Mechatronics in Medicine*
    Symposium at Loughborough University

2008  *Robotics in Medicine*
    Symposium at the IMechE in London

**Mechatronics Forum Technical Visits**

Over the years, the Mechatronics Forum organised a number of technical visits to leading companies for its members. The following is a selection of some of the companies visited:

- Alcan (Bridgenorth)
- Analog Devices (Limerick)
- BAe Warton
- Brinton Carpets, Kidderminster
- British Aerospace (Brough)
- British Nuclear Fuels (Springfields)
British United Shoe Machinery (Leicester)  Cirrus Technologies (Redditch)
Control Techniques (Newtown, Powys)  Cranfield University CIM Institute
Cybernetics Institute, University of Salford  Defense Research Agency (Chertsey)
Exitech (Oxford)  FeONIC Plc, University of Hull
Flymo (County Durham)  Ford (Dagenham)
IBM (Greenock)  Komatsu (Redditch)
Lucas Advanced Engineering Centre (Shirley)  Mars Confectionery (Slough)
Mitsubishi Technology Centre (Hatfield)  Motorola (Easter-Inch, Edinburgh)
NCR (Dundee)  National Oceanographic Centre (Southampton)
Pioneer Electronics (Castleford)  Rank Taylor Hobson (Leicester)
Renishaw Metrology (Wotton-under-Edge)  Rover Powertrain Division of Rover Cars Ltd.
Royal Mail Technology Centre (Swindon)  Salford Advanced Robotics Research Centre
Siemens (Oxford) Magnet Technology  University of Hull
Yamazaki Mazak Machine Tools (Worcester)

_Mechatronics Student of the Year Award_

The Mechatronic Forum also offers the Mechatronics Engineering Student of the Year Award, which has been specifically designed to help raise the profile of mechatronics design philosophy and mechatronics engineering education. The award provides a showcase for educational excellence by publicly recognising and rewarding the exceptional achievements of both students and universities. The competition is based around a submission of student's individual final year project report, or the group project report.

Entries are required to demonstrate:

- the application of mechatronics design philosophy to a specific engineering problem;
- an economically feasible solution in terms of its potential application in industry;
- excellent research and development practice, and final presentation.

The top three to five entrants are normally invited to the Finals where each student is required to present their project to the judges, who themselves are all engineers working in mechatronics.
Preface

Geoff Roberts¹

Worldwide interest in *mechatronics* and its associated activities continue to grow annually. One indicator of this growth is the large number of mechatronics-based conferences on offer. When the first of what became the Mechatronics Forum conferences was organised in 1989, this was the only conference series which had mechatronics in its title. Searching the internet today reveals a myriad of national and international groups and organisations promoting mechatronics events.

As Memiş Acar says in his history of the Mechatronics Forum which appears as the Forward to this book, the word *mechatronics* is generally taken as having been coined in the early 1970s by Tetsuro Mori of the Yaskawa Electric Co. in Japan. Interestingly, from 1972 to 1982, *mechatronics* was a registered trademark of the Yaskawa Electric Co. It was not until the early 1980s that other organisations began to use the term in order to describe the philosophy of design teams.

Long before the word mechatronics came into general use it was recognised in industry that in order to facilitate innovation and increased efficiency in manufacturing and product design, it was vital for engineers and technicians from the disciplines of *mechanics* and *electronics* to work in synergy as teams rather than independently.

In my particular research area of marine systems, it is well known that the pioneering work of both Minorski [1] and Sperry [2] during the first quarter of the 20th century led to the development of automatic steering, or the ship steering autopilot. The evolution of the autopilot was itself made possible by the parallel development of powered rudders, or steering machines, and especially the electrically driven gyrocompass which overcame the problems associated with magnetic compasses which had their readings corrupted by local magnetic fields and the electrical systems in ships. Indeed, the invention of the electrically driven gyrocompass is arguably the most important breakthrough in ship control systems design, and its incorporation into the ship steering autopilot is probably one of the first examples of *mechatronics in action*.

The important legacy of Sperry and Minorski’s innovative work and their seminal publications is the three-term or proportional-integral-derivative (PID)
controller which continues to be the industry preference and standard for automatic control systems.

Whilst the above focuses on marine systems, it is evident that the mechatronics philosophy encompasses many disciplines and applications, a fact which is not only succinctly reinforced by David Bradley and David W. Russell’s introductory chapter to this book, but also by the range of topics presented in the accompanying chapters. John Millbanks’s chapter covering the interrelationship of mechatronics and sustainability is a timely reminder that the mechatronics philosophy in more than simply ensuring the initial product design is right; it is equally applicable for whole life/cradle-to-grave considerations. Other important and key applications of mechatronics in action which are at the leading edge of technological developments pertain to road, rail and air transportation systems, i.e., fly-by-wire, steer-by-wire, brake-by-wire, tilting trains, aircraft and space vehicles, where embedded microprocessor systems facilitate and augment the necessary interface between electrical and mechanical components and subsystems.

The book also contains two chapters which address mechatronics education, an area that is often popular and well-attended at sessions at the Mechatronics Forum and other conferences. It is pleasing to see that mechatronics courses at pre-degree, degree and post graduate levels offered by universities in Europe, the Far East and America are on the increase, but disappointing that in the United Kingdom, mechatronics courses have not been as popular as would be expected. This is the case despite the UK industry’s well-publicised requirements for engineers and technicians who are well-versed in both electrical and mechanical engineering.

A solution to this is for bodies such as the Mechatronics Forum to continue to promote the mechatronics philosophy through its conferences, seminars lectures and books. I therefore commend the authors for producing this extremely informative combination of topics, which taken together, demonstrate the importance of mechatronics and the significant impact that mechatronics in action has on our daily lives.

References

Contents

1 Introduction ................................................................................................... 1
David Bradley and David W. Russell
1.1 Background ............................................................................................. 1
1.2 What Is Mechatronics? ........................................................................... 1
   1.2.1 Mechatronics and Design Innovation ........................................ 4
   1.2.2 Mechatronics and Manufacturing .............................................. 5
   1.2.3 Mechatronics and Education ..................................................... 7
1.3 Mechatronics and a Sustainable Future ................................................. 9
   1.3.1 Sustainability ............................................................................. 9
   1.3.2 Mechatronics and Sustainability .............................................. 11
1.4 The Book ............................................................................................. 13
References ..................................................................................................... 14

2 Consumption to Contribution: Sustainable Technological Development Through Innovation ............................................................. 19
John H. Millbank
2.1 Introduction ......................................................................................... 19
2.2 The Interpretation of Meaning for Sustainability and Innovation .... 20
2.3 Desconstructing Technological Innovation as a Driving Force for Sustainable Engineered Systems .................................................... 21
2.4 Forecasting, Foresight and Technology Assessment ........................... 23
2.5 The Influence and Impact of Information and Communication Technologies ....................................................................................... 24
2.6 Consumption, Obsolescence and Moves Towards Future Proofing .... 26
2.7 Complexity Paradigms Within a Sustainability Context ..................... 28
2.8 Rationalising Material Selection and Processing .................................. 29
2.9 Conclusion – From Responsible Design to Resource Recovery ........ 31
References ..................................................................................................... 34

3 The “Revolution”: a Small Company Revived .......................................... 43
David Dawson
3.1 Some History of the UK Industry-Academic Link, the “KTP” ............ 43
3.2 Some Observations on the Acceptance of Computer-aided Engineering (CAE) in Smaller Companies......................................................... 44
3.3 The Ducker Engineering Case Study ..................................................... 45
   3.3.1 Problem or Opportunity?.......................................................... 45
References ..................................................................................................... 45
3.3.2 The “Revolution” ................................................................. 49
3.3.3 Further Benefits Demonstrated in the CAE Application .... 51
3.4 Conclusions ................................................................................ 53
References .......................................................................................... 54

4 A Mechatronic Design Process and Its Application .................. 55
Xiu-Tian Yan and Rémi Zante
4.1 Introduction to Mechatronic Design .................................... 55
4.2 Mechatronic Design Process Model .................................. 55
4.3 A Mechatronic Case Study .................................................. 59
4.3.1 Mechatronic System Design Problem Description ...... 59
4.3.2 Design Concept Development .................................. 59
4.3.3 Detailed Design ....................................................... 61
4.3.4 Electronic Control Unit ........................................... 67
4.4 Conclusions ........................................................................... 69
References .......................................................................................... 70

5 A Mechatronic Design of a Circular Warp Knitting Machine ...... 71
Memiş Acar
5.1 Introduction ........................................................................... 71
5.2 Warp Knitting Cycle .......................................................... 72
5.3 Circular Warp Knitting Machine Concept .......................... 73
5.4 The Needle Reciprocating Mechanism .............................. 75
5.5 The Pattern Mechanism ..................................................... 75
5.5.1 Servo Motor Selection ............................................. 76
5.6 The Prototype ..................................................................... 78
5.6.1 Servo-controlled Needle Motion .................................. 79
5.6.2 The Yarn Feed Mechanism .................................. 80
5.6.3 Truncated-cone Optimisation .................................. 80
5.7 Conclusions ........................................................................... 80
Acknowledgements ........................................................................... 81
References .......................................................................................... 81

6 Mechatronics and the Motor Car ........................................... 83
Derek Seward
6.1 Background ........................................................................... 83
6.1.1 Vehicle Mechatronic Systems .................................. 83
6.1.2 Drivers for Change .................................................... 86
6.2 Engine Basics ..................................................................... 88
6.3 The Mechanical Solution for Ignition Timing and Fuel Delivery .......... 89
6.3.1 Traditional Mechanical Ignition Timing .................. 89
6.3.2 Fuel Delivery – the Carburettor ................................ 90
6.4 The Mechatronic Solution to Engine Management .............. 92
6.4.1 Sensors ........................................................................... 92
6.4.2 Actuators ................................................................. 93
6.4.3 Processing ................................................................. 94
6.5 Anti-lock Braking System (ABS) ................................. 97
   6.5.1 Background to the Theory of Braking .................... 97
   6.5.2 ABS Components ................................................. 99
   6.5.3 ABS Diagnostics ................................................. 101
6.6 Conclusions ............................................................... 101

References ......................................................................................... 101

7 Multi-mode Operations Marine Robotic Vehicle –
a Mechatronics Case Study ......................................................... 103
Daniel Toal, Edin Omerdic, James Riordan and Sean Nolan

7.1 Introduction ............................................................... 104
7.2 MPPT Ring System Overview ........................................ 105
   7.2.1 Main Features ..................................................... 105
   7.2.2 The Virtual Underwater Laboratory ....................... 107
   7.2.3 Architecture and Implementation ......................... 108
   7.2.4 Imaging Sonar Simulator ................................... 110
   7.2.5 Laboratory Configuration ................................... 111
7.3 University of Limerick (UL) Thrusted Pontoon/ROV ........... 112
   7.3.1 Base Vehicle ...................................................... 112
   7.3.2 High-resolution Imaging Tool Skid ......................... 114
   7.3.3 Onboard Electronics and Computer Control ............ 114
   7.3.4 Fault Tolerant Thruster Control ............................. 115
   7.3.5 Autotuning of Low-level Controllers ..................... 116
   7.3.6 High Frequency Sonar Enabling at Seabed Operation .. 117
   7.3.7 Interchangeable Inshore and Deep Water Winch System 118
7.4 System Testing ............................................................ 118
7.5 Conclusions ............................................................... 118

References ......................................................................................... 119

8 Wireless Communication Technology for Modular
Mechatronic Controllers ............................................................ 121
Glen Bright, Nkgatho S. Tlale and Christopher M. Kumile

8.1 Introduction ............................................................... 121
8.2 Modular Mechatronic Controllers ................................. 122
8.3 Communications Technology ........................................ 124
8.4 Model-based Mechatronic Controllers ........................... 125
8.5 Wireless Mechatronic Controller for the Camera Platform 128
   8.5.1 Requirements for the Wireless Mechatronic Controller .. 129
8.6 Modelling of the Camera Platform ................................. 130
8.7 Results ............................................................................ 132
   8.7.1 Performance of the System ................................... 133
8.8 Conclusions ............................................................... 134

References ......................................................................................... 134
9 The Utility Function Method for Behaviour Selection in Autonomous Robots

Mattias Wahde

9.1 Introduction ................................................................. 135
9.2 Behaviour Selection ..................................................... 136
9.3 The Concept of Utility .................................................. 137
  9.3.1 A Biological Example ............................................... 139
9.4 The Utility Function Method .......................................... 141
  9.4.1 Motivation .............................................................. 141
  9.4.2 Method ................................................................. 141
  9.4.3 Optimisation Procedure ........................................... 146
  9.4.4 Application Example – a Transportation Task .......... 151
9.5 Ongoing Work ............................................................. 154
  9.5.1 Extended UF Method ............................................... 154
  9.5.2 Data Preprocessing and Artificial Emotions ............. 154
References ................................................................................. 155

10 Force Sensing in Medical Robotics .............................................. 157
Kaspar Althoefer, Hongbin Liu, Pinyo Puangmali, Dinusha Zbyszewski,
David Noonan and Lakmal D Seneviratne

10.1 Background .................................................................. 157
10.2 Force Sensing Techniques in Medical Robotics .............. 159
10.3 The Use of Force Sensing in Medical Robotics ............ 163
  10.3.1 Haptic Feedback During Robotic Surgery ................. 163
  10.3.2 Soft Tissue Diagnosis Through Tissue Mechanical
       Property Identification ................................................. 164
References ................................................................................. 171

11 Intelligent Prostheses – a Biomechatronics Approach ............ 173
Abbas Dehghani

11.1 Introduction ............................................................... 173
11.2 Biomechatronics and Biological Systems .................... 174
  11.2.1 Biomechatronics .................................................. 174
  11.2.2 The Human Body .................................................. 175
11.3 Prosthetics ................................................................... 175
  11.3.1 Human Locomotion .............................................. 177
  11.3.2 Current Prosthetics ............................................... 179
  11.3.3 Future Prosthetics ................................................. 191
11.4 Conclusions ............................................................... 193
References ................................................................................. 193
12 Education in Mechatronics ................................................................. 197
   Vladimir V. Vantsevich
   12.1 Introduction and Background ...................................................... 197
   12.2 The Development of the Master of Science in Mechatronics
       Systems Engineering at Lawrence Technological University ........ 203
       12.2.1 Rational for Course Development ...................................... 203
       12.2.2 Programme Structure and Implementation ....................... 206
   12.3 Summary ................................................................................. 216
   References ....................................................................................... 217

13 Mechatronics Education ................................................................. 219
   Job van Amerongen
   13.1 Introduction ............................................................................... 219
   13.2 Historical Context ...................................................................... 220
   13.3 Curriculum ............................................................................... 222
       13.3.1 Mechatronic Designer Programme ................................... 223
       13.3.2 BSc Curriculum .................................................................. 224
       13.3.3 MSc Curriculum .................................................................. 228
   13.4 Modelling of Mechatronic Systems ......................................... 229
   13.4 Conclusions ............................................................................. 231
   References ....................................................................................... 232

14 A Personal View of the Early Days of Mechatronics
   in Relation to Aerospace .................................................................. 235
   Bill Scarfe

15 Mechatronic Futures ........................................................................ 241
   David Russell and David Bradley
   15.1 Introduction ............................................................................... 241
   15.2 Challenges ................................................................................ 242
   15.3 Home Based Technologies ......................................................... 243
   15.4 Medicine and eHealth ................................................................. 244
   15.5 Transportation .......................................................................... 245
   15.6 Manufacturing, Automation and Robotics ................................... 246
   15.7 Communications ....................................................................... 247
   15.8 Nanotechnologies ..................................................................... 247
   15.9 Advanced Algorithms ............................................................... 248
   15.10 Artificial Intelligence ............................................................... 248
   15.11 Conclusions ........................................................................... 249
   References ....................................................................................... 249

Authors ............................................................................................... 251
Chapter 1
Introduction

David Bradley¹ and David W. Russell²

1.1 Background

Since 1989, the Mechatronic Forum conferences have provided practitioners and educators working in the field of mechatronics with the opportunity to meet and discuss not only technical developments, but also aspects of course design and delivery. As mechatronics has developed as a subject, and as more and more students are exposed to the underlying concepts through courses at undergraduate and master’s levels [1–3], there is an increasing requirement to provide both students and practitioners with access to examples of functioning systems in order to reinforce the concepts and structures which underpin the mechatronic concept.

This book essentially arose from discussions at the Mechatronics Forum conferences, and in particular at Penn State Great Valley in 2006 where the education workshops made it clear that despite the growth in the number and availability of mechatronic textbooks, there was a need for something which drew attention to issues associated with and impacting on the design and implementation of mechatronic systems rather than the underlying technologies.

The aim of the book is therefore to provide, through the medium of case studies by leading practitioners in the field, an insight for all interested in the mechatronic concept and the ways in which mechatronic systems and the associated educational programmes are designed, developed and implemented [4–7].

1.2 What Is Mechatronics?

As a discipline, mechatronics is faced with the problem that though it has the evolutionary path suggested by Figure 1.1, it does not represent a single technological domain, but rather the integration of a number of such domains at

¹ University of Abertay Dundee, UK
² Penn State Great Valley, USA
the systems level. This means that there is no single, clear and agreed upon definition of mechatronics around which practitioners and educators can align themselves and develop courses and programmes. Indeed, as John Millbank, one of the contributing authors has commented [8]:

By definition then, mechatronics is not a subject, science or technology *per se* – it is instead to be regarded as a philosophy – a fundamental way of looking at and doing things, and by its very nature requires a unified approach to its delivery.

This perspective is illustrated in part by Figure 1.2 which places mechatronics at the centre of a network of engineering functions ranging from aesthetics to marketing. In reviewing this network it is, however, important to recognise and understand that mechatronics is not solely about technology but relies on people, and in particular on the interaction between individuals to make it work.

---

**Fig. 1.1** The evolution of mechatronics [9–12]

**Fig. 1.2** Mechatronics and some of its related domains
Mechatronics can therefore be considered as being, in essence, a systems approach to the design, development and implementation of complex engineering systems which takes as its foundation the transfer of functionality from the physical domain to the information domain. The strength of the approach is that it supports the understanding of the nature of the embedded complexity by ensuring that the different engineering and other disciplines are considered together from the start of the design process. A mechatronic approach to system design and development therefore has much in common with the Concurrent Engineering model of Figure 1.3 in that it emphasises parallelism and implies an integrated path from concept to implementation in which there is a balance between all activities within the design process.

This parallelism is important as new products traditionally generate the most revenue early in their life cycles, particularly if the products offer new features not present in their competitor’s products. As the product matures and competitors enter the market, profit erosion will begin to occur as the competition for available customers increases. It is therefore important that products are designed and produced on time, and that production rates are rapidly ramped up to mature levels. Any delays in the release of the product to the market will translate into lost sales that will not be recovered over the life of the product.

As indicated by Figure 1.4 [13, 14], a key element of this profile is the need to convince the pragmatists that the system is of value to them once the innovators and early adopters have opened up the market. The introduction of a mechatronic approach to technology integration allied to a concurrent engineering development strategy has resulted in products which are inherently more capable, and hence more attractive to users than their predecessors at reducing real costs.
1.2.1 Mechatronics and Design Innovation

In recent years, products and systems of all types from domestic appliances to vehicles have become increasingly complex. This complexity is in turn defined by the combination of local and distributed processing power with mechanical design, and is driven by the increased availability of such processing power allied to enhanced communications strategies and protocols. Thus, at one level a system such as the Wii games console [15] utilises three-axis accelerometers to record motion and to translate that motion into an on-screen response by means of a Bluetooth [16] communications link. At another level, a modern car will integrate multiple systems ranging from engine management to environmental controls for driver and passenger comfort, and potentially even autonomous navigation [17].

These developments are supported by the increasing availability of ‘smart components’ such as the SunSPOT\textsuperscript{4} system from Sun Microsystems [18], which in turn facilitate the construction of larger systems utilising the embedded processing power of their distributed elements. The increasing availability of system elements

\footnotesize{\textsuperscript{3} Courtesy of the University of Utah  
\textsuperscript{4} Sun Small Programmable Object Technology}
such as SunSPOTs and RFID tags is resulting in increasingly complex systems in which the ability to analyse and interpret the data then becomes the major source of added value.

While mechatronics has been historically associated with system products such as vehicles and manufacturing technologies such as robots, these same mechatronic concepts are now appearing in applications such as healthcare. Considering this latter area in more detail, developments in prosthetics are resulting in artificial limbs of increasing capability. These ultimately have the potential to be linked to a neural interface such as that of Figure 1.5 [19], making them capable of decoding nerve impulses and returning a feedback signal to the user to achieve more realistic control than is currently possible.

In physiotherapy, the development of systems such as MANUS [20, 21], Locomat [22] and NeXOS [23] aim to support physiotherapists working with a wide range of individuals and conditions. At the systems level, the development of telecare systems based on a distributed network of sensors to monitor individual behaviour within their home environment to support independent living is attracting increasing interest, particularly when combined with advanced analysis techniques to interpret such behaviour [24, 25].

### 1.2.2 Mechatronics and Manufacturing

Engineers from most disciplines will quite understandably associate mechatronics with robotics and factory systems. Systems that move, machine and assemble “hard” substances are really only classifiable as ‘mechatronic’ to the degree that they contain elements of reasoning and agility. A flipper paddle on a production line barely counts as a robot! As manufacturing systems have evolved across the world despite the plentiful labour supply, the inclusion of virtually unattended automation components is growing. Areas of mechatronic involvement in manufacturing include assembly, machining, inspection, dangerous material handling and disassembly.

The modern automobile contains many of the same technologies, including all-wheel drive and electronically-actuated fuel injection. Since the inception of the production line illustrated in Figure 1.6 [26, 27], automobile assembly plants have led the way in robotic painting, welding and heavy material handling.
With the introduction of the ‘make to order’ paradigm, manufacturing is now far more sophisticated than simply mass producing items for inventory. Buyers now want to customise everything and to do so at almost the unit level. This has necessitated an agility of operations that was previously unimagined. Manufacturing groups can now be created [28] ‘on-the-fly’ in response to job specifications, which may involve autonomous work-cells moving into varying positions as part of a dynamic collaboration. In addition to containing many degrees of freedom, each manufacturing cell may also be multi-faceted and provide a variety of job functions on a piece by piece basis. For example, a unit that is customarily used as a gripper to move completed work-pieces from assembly to a conveyor may also from time to time insert a component, and all within the same production run.

Because of the combinational complexity of such systems, the scheduling of flexible architecture work groups has attracted the interest of methodologies that include game theory [29] and self-organisation [30, 31]. The problems associated with flexible groupings are manifold. Any operation that involves autonomous vehicular movement must allow for unobtrusive inactive parking, dynamic path and scene analysis, unit return and recovery strategy, and self reporting of malfunctions and maintenance intervals. All of these are commonplace mechatronic system issues.

The pharmaceutical and power generation industries are also heavily dependent on mechatronic devices to provide skilled operations in environments where it is either unsafe or inconvenient for humans to work. This includes the handling of toxic and radioactive materials and maintenance in heavily polluted atmospheric conditions. Automated inspection systems provide 100% quality control and dramatically outperform humans in such boring and repetitive tasks.

While mechatronic systems are an obvious area of interesting research, they are also gaining acceptance and popularity in manufacturing processes and are becoming an integral part of a greener and more sustainable industrial world. Along these lines, there is a current trend to design commodity items such as cell phones for disassembly and component reuse. Manufacturers are usually concerned with securely fastening units together, which consequently makes for
safer use but condemns the product to the landfill. By careful design for remanufacturing, it will become economically feasible as well as environmentally prudent to produce goods that are truly recyclable with no loss in quality. Mechatronics will feature heavily in this arena!

1.2.3 Mechatronics and Education

In the development of mechatronics education, the concern in course design has always been that of achieving an appropriate balance between providing the necessary depth of understanding of core technologies and the ability to develop solutions which integrate those technologies. This may be compared with a subject based approach to engineering education where the emphasis is on ensuring a depth of understanding within the subject area.

The education of a mechatronics engineer thus has to place a greater emphasis on the ability to work across and between individual areas of technology. This is not, however, to suggest that a mechatronics engineer does not have to have a depth of knowledge in certain specialist areas, rather that such depth is balanced by an understanding and appreciation of the contributions of other areas of technology as is suggested by Figure 1.7.

![Diagram showing balance of technical expertise](image)

**Fig. 1.7** Balance of technical expertise for specialist and mechatronics educated engineers: (a) specialist education, and (b) mechatronics education

The achievement of a balanced programme of mechatronics education must therefore ensure that individuals are provided with sufficient depth in at least one area of technology in order to allow them to make an effective contribution to that area, whilst ensuring the breadth of understanding necessary to give them credibility in regard to other subject specialists. The key challenge then facing mechatronics course designers is that of ensuring that there is an appropriate balance between depth and breadth within the course, as well as providing opportunities to enable students to practice integration.
Though mechatronics emphasises integration, it may also be perceived as encompassing a number of themes such as design, manufacturing or automation. In relation to course development, the choice of theme is generally dictated by a number of factors including:

- the backgrounds and interests of the staff involved in teaching;
- industrial requirements, both locally and nationally;
- student perceptions and interests;
- availability of resources, particularly human and financial;
- research activity.

While it is unlikely that any one of these considerations will dominate course development to the exclusion of others, any one of these factors may well be the defining influence for a particular programme or course. Generally, however, they will all play some role in determining the structure of any course.

For instance, resource implications will often mean that teaching of specialist material will require that mechatronic engineers are incorporated as part of a larger group of subject specialists for this purpose, with the courses then being structured to meet the needs of the subject specialists rather than the mechatronics students. Also, the increasing modularisation of programmes can tend to mitigate against the ability to introduce the necessary integrating material, particularly where modules are seen as having to be complete and entire within themselves.

In light of the above challenges, how might the designers of a mechatronics course respond? What is clear is that they are faced with a number of questions including:

- Should a theme be chosen or should it emerge as a result of the local expertise and enthusiasms?
- How are the integration aspects of mechatronics to be introduced and managed?
- How are external requirements, as for instance the Bologna Agreement in Europe [32, 33], to be managed?
- What is the local market for graduates, and is the proposed course going to meet those requirements?

Mechatronics has always suffered to some degree from an identity crisis both within the academic community and elsewhere, and indeed this is likely to continue to be the case given the diversity of approaches and emphasis that are found within the community. At the same time, there is a need for graduate engineers with the particular integration skills that are provided by a mechatronics education. The challenge facing mechatronics course designers is therefore that of achieving an effective balance between the requirements for detailed knowledge and engendering of the ability to act in an integrating role in a wide range of engineering environments.

The achievement of this balance is itself subject to a whole range of pressures ranging from the rapid advance of technology to external factors impacting on
course management and design such as the moves to implement sustainable systems or increase student mobility. The underlying precepts presented here will, however, remain as a constant for course designers and developers.

1.3 Mechatronics and a Sustainable Future

It is clear that the future development of mechatronics will need to be integrated with the need to meet and respond to a range of challenges in areas including energy systems, transport, health care, medicine and manufacturing. Indeed, it can be argued that the achievement of sustainable systems in these and other areas will depend on the ability to integrate a mechatronic approach to system design and development into corresponding developments in areas such as materials technology. This will impact not only on specific products, but on the ways they are made.

This will in turn cause present considerations of design for manufacture and assembly which are often in conflict with the requirements of design for disassembly or maintenance to be brought into question. Consider, for instance, the use of snap assembly methods for joining components. These are easy to assemble but can make access problematic without the destruction of the item in question.

1.3.1 Sustainability

In the 1987 report of the Brundtland Commission, Our Common Future, sustainable development was defined as [34]:

Development that meets the needs of the present without compromising the ability of future generations to meet their own needs.\(^5\)

In the UK, the Department of Trade and Industry has stated that [35]:

Sustainable development is about achieving economic growth, environmental protection and social progress at the same time.

The paper A Way with Waste from the Department of the Environment, Food and Rural Affairs (DEFRA) states that [36]:

Sustainable waste management means using material resources efficiently to cut down on the amount of waste we produce. And where waste is produced, dealing with it in a way that actively contributes to the economic, social and environmental goals of sustainable development.

\(^5\) Formerly the World Commission on Environment and Development and chaired by the then Prime Minister of Norway, Gro Harlem Brundtland
There is increasing recognition of the importance of environmental sustainability to industry, as reflected in a number of indices that have been developed to try to express levels of sustainability in product development. This is reflected in legislation which seeks to control the environmental impact of products through the regulation and control of their disposal and the management of the associated waste materials.

Within the EU, some of these key legislative elements introduced, or in the process of being introduced are [37]:

- waste from electrical and electronic equipment [38];
- restriction of the use of certain hazardous substances in electrical and electronic equipment [39];
- end of life vehicles [40];
- packaging and packaging waste [41].

Other legislation seeks to control the production of pollutants such as greenhouse gases, as for instance the EU Emissions Trading Scheme which came into being on January 1, 2005 [42, 43]. This brings about the possibility of trading in ‘pollution certificates’, such as the Clean Development Method certification under the auspices of the United Nations Framework Convention on Climate Change (UNFCC) [44–46].

All of the above lead to an increasing recognition that there is a requirement to adopt a more holistic approach to the design and use of a wide range of products and systems, and that whole life considerations need to be taken into account as part of the design process [47–49]. This has lead to the concept of Life Cycle Assessment and the ISO 14040 [50] series of standards which sets out 4 key elements for consideration, namely:

- goal and scope definition;
- impact assessment;
- inventory of extractions & emissions;
- interpretation.

Despite the considerations above, however, it cannot be said that environmentally friendly strategies and approaches to whole life cycle design have been widely adopted. Indeed, in his keynote address to the ICED03 conference, Dr Tim McAloone of the Technical University of Denmark commented that:

There are now a number of centres of excellence in EcoDesign practice, both in industry and academia, where tools and methods have crystallised into positive changes to the environmental performance of the product under development. However, there are even more instances where the tools and methods developed fail to be integrated into real life product development, due to shortcomings of either academia or industry whilst developing the tools, or when attempting their integration.

There is indeed a range of activity worldwide with subjects under investigation including [51–55]:
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• environmental sustainability;
• EcoDesign;
• EcoDesign tools;
• design for sustainability;
• environmental technology;
• lifecycle assessment;
• environmentally conscious manufacturing;
• environmentally friendly product design;
• environmentally friendly products.

Industry has taken the lead in some of these areas as for instance in the work undertaken in Germany by the Verein der Automobilindustrie [56] (VDA) and through the Blue Angel programme [57]. In Italy, Fiat instituted the FARE (Fiat Auto Recycling) programme [58] in 1992, which by 1997 had 251 recycling centres while in Sweden, Volvo has developed their EPI (Environmental Product Information) system [59] as a means of informing users as to the environmental impact of their cars. Similar strategies have been followed by many other car manufacturers. In other areas, companies such as Dell [60] and HP [61] have instituted major environmental management programmes in association with their product range.

There have also been attempts to develop tools to support environmentally friendly design, the best known of which is probably that of Boothroyd & Dewhurst that uses the MET (Materials, Energy, Toxicity) points system developed by TNO in Holland [62].

1.3.2 Mechatronics and Sustainability

As suggested, mechatronics should have a considerable role in achieving sustainable products and systems. Some of the potential areas where mechatronics is likely to have a major impact are outlined below and some will be considered in more detail in subsequent chapters.

Design

In relation to developments mechatronics and the design process, approaches such as EcoDesign\(^6\) encompass a wide range of issues which will impact upon the general mechatronic concept, particularly the means of achieving sustainable outcomes in ways which support trade-offs between system elements. Thus, the adoption of a manufacturing process which has associated with it slightly increased levels of waste may support actions elsewhere in the product lifecycle which lead to an overall reduction in waste production.

\(^6\) Also Green Design, Sustainable Design and Environmentally Friendly Design, etc.
Transport

This is likely to be an area where mechatronics will significantly influence design, development and operation. For instance:

Rail – The further development of tilting trains, active suspensions, driven and steered wheelsets and traction and braking control are all likely to feature to some degree in future train systems, along with enhanced drive technologies and controller strategies [63]. Other potential areas of development include high-speed trains and the use of maglev technologies [64, 65].

Road Transport – The move towards hybrid vehicles and the use of fuel cell technology [66, 67] as well as on-board systems for driver assistance and management support a wide range of potential developments. Developments at the vehicle level would then be supplemented and supported by enhanced traffic management and routing systems that would look at route loading and capacity to optimise journey times and minimise pollution.

Aircraft – Aircraft, the growth of air transport and the impact on the environment is undoubtedly one of the most contentious areas in which mechatronics is likely to play a role. Issues include the design of aircraft that are quieter, more fuel efficient and have a lower environmental impact than those currently in use [68–71].

This shift is seen with the introduction of the Airbus A380 and the Boeing 787 Dreamliner. More radical developments and concepts include the ‘blended wing’ [72, 73] and enhanced engine technologies.

Energy Technologies

The deployment and use of alternative energy sources such as wind and wave power [74, 75], the introduction into the home of micro combined heat and power (microCHP) systems [76], heat pumps [77] and fuel cells as well as new generations of appliances and energy management options within the home will all be influenced by mechatronic approaches to their design, operation and control.

Manufacturing

Mechatronics will continue to support the development of advanced manufacturing systems involving autonomously reconfigurable machine tools [78] and dynamic decision making [79] as an integral part of the process. Such developments will in turn support the implementation of production facilities that are more energy efficient and have lower environmental impact than those currently in use.
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Health

This is an area where mechatronics might be expected to have a major impact. Specific instances include the development of enhanced and intelligent prostheses for both the upper and lower limbs [80–82], the introduction of systems to support the rehabilitation of a range of conditions [83, 84], the provision of new surgical methods and techniques involving the deployment of robotic systems and telecare, telemedicine and telehealth strategies based around enhanced sensors, networking and data analysis [85]. In each of these and related areas, the deployment of a mechatronic approach is likely to be key in achieving robust, reliable and effective systems.

Materials

The choice of materials is becoming increasingly important in relation to the design and operation of systems of all types, as for instance in the increased use of composite materials in vehicles such as cars and aircraft as well as in consumer products. The provision of new types of materials has itself made it possible to develop these products in a way which supports the general mechatronic concepts of integration at the systems level [86–88].

Economics, Standards and Legislation

Issues such as those raised by the Kyoto Protocol and the subsequent Bali Action Plan [89, 90], and in the UK by the Stern Report [91] as well as legislation coming out of Europe and elsewhere and including topics such as carbon trading will all have an impact on the way in which mechatronic systems are designed and implemented.

1.4 The Book

As indicated, the aim of the book is to provide mechatronics practitioners and students with added insight into the way in which mechatronic systems have evolved and developed through the medium of case studies. These studies encompass a range of approaches to and views on mechatronics covering the design process and sustainability, the need to involve the system users in the process of implementation, the importance of the interface, machine intelligence, manufacturing technology, robotics, medical applications and course design. Each case study is written by an individual or group of individuals who have been involved with mechatronic systems for a number of years. In many cases, this involvement has been at a number of levels incorporating research, implementation and course design. The book therefore provides a unique insight into the world of the mechatronic engineer and supports the wider understanding
of the subject as an approach to the design, development and implementation of complex systems.

Following the introduction of Chapter 1, Chapter 2 considers the question of sustainability and how the issues arising in this area are likely to impact the design and implementation of future mechatronic systems. Chapter 3 then provides an example of how CAD tools can be used to support ‘3D-thinking’ in relation to the design and implementation of mechatronic systems. Chapters 4 and 5 then provide specific examples as to how the mechatronics approach can be and has been applied to different industrial systems.

Chapter 6 looks at the impact that mechatronics has had and, still is having on the design and operation of motor vehicles, and shows how mechatronic systems and sub-systems are increasingly being integrated at all levels within vehicles. Chapter 7 looks at the application of mechatronics to sub-sea vehicles, the requirements for operating in harsh environments and the use of virtual environments in design, simulation and testing.

Chapter 8 examines how a mechatronics approach can be used to support the development and implementation of a remotely operated system, whilst Chapter 9 considers the deployment of machine intelligence and its implementation in a particular context. Chapters 10 and 11 consider the growing role of mechatronics in medicine and healthcare by looking at applications in surgery and prosthetic design.

Chapters 12 and 13 consider the development of mechatronics education programmes and the design of such programmes. Chapter 14 provides a retrospective view of the early development of mechatronics within the aerospace industry and the challenges to its adoption.

The book then concludes with Chapter 15, which attempts to provide an outlook that identifies and establishes the future challenges that mechatronics will be required to meet.
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Chapter 2
Consumption to Contribution: Sustainable Technological Development Through Innovation

John H. Millbank

2.1 Introduction

Sustainability issues have been driven to the top of the political, economic and societal agenda, particularly in regard to unremitting consumption of finite resources and its impact on environmental degradation.

In her landmark, but at the time (1962) controversial book, *Silent Spring* [1], Rachel Carson drew to the world’s attention the impact of pesticide use on wildlife, opening the debate on environmental degradation. This was followed a decade later by *The Limits to Growth* [4], an equally controversial study on behalf of the Club of Rome.2

However, it was not until the Brundtland Report appeared in 19873 that issues of sustainable development began to be taken seriously. These issues were taken up by the business world with respect to:

- How the business community can adapt and contribute to the crucial goal of sustainable development which combines the objectives of environmental protection and economic growth.

This occurred under the auspices of the Business Charter for Sustainable Development in the publication *Changing Course* [5].

The aim of the present chapter is to provide an introduction to ‘applied’ sustainable approaches to technological development through innovation designed to secure ‘triple bottom line’ outcomes4.

1 Technology Transfer Consultant, UK
2 Other notable commentary from around that period was by Commoner in *The Closing Circle* [2], and Dubos and Ward in *Only One Earth* [3].
3 See Chapter 1
4 The triple bottom line is defined as: society depends on the economy and the economy depends on the global ecosystem, whose health represents the bottom line [6].
2.2 The Interpretation of Meaning for Sustainability and Innovation

The terms innovation and sustainability have become widely appropriated in academic literature as well as by the popular press to convey an imperative related to future economic, social and environmental wellbeing. Moreover, these terms are very often juxtaposed to imply change from the status quo to more conducive conditions. Unfortunately, in this context they are amorphous and consequently their definitions have come to mean different things to different people. For example, the business community may regard innovation as a means by which to secure longer term sustainable commercial advantage and leverage whereas societal interpretations will, in general, be wholly concerned with affecting change leading to stability and global longevity. Understandably, therefore, there is a need to adopt an interpretation for both sustainability and innovation which in the case-based approach of the present book meets the needs of science, technology and engineering practitioners as applied to mechatronic system development.

The (UK) Department of Trade and Industry\(^5\) offered a simplistic and rather anodyne definition of innovation as [7]:

> The successful exploitation of new ideas, products, materials, techniques and processes.

In contrast, the Brundtland definition\(^6\) of sustainability is more emphatic. However, for the purpose of this discussion, both definitions remain inconclusive. Therefore, an attempt to follow the more rigorous interpretations offered by the Council for Science and Technology [8] for innovation, and Charter for sustainable innovation [9] provides the basis for delineating the consumption to contribution debate.

Innovation is the process by which ideas and knowledge are exploited for business purposes. It encompasses not only the creation of a new product, process or service, but also the systems, processes, organisations, structures and all other aspects of a company’s existing or future competitive edge such as distribution, marketing, branding and indeed the creation of a brand new market. The process draws on a range of intellectual and other inputs including knowledge of markets, customers, competitors, science, engineering and technology (CST).

Sustainable Innovation is a process where sustainability considerations (environmental, social, and financial) are integrated into company systems from idea generation through to research and development (R&D) and commercialisation. This applies to products, services and technologies as well as new business and organisational models [9].

---

\(^5\) Now remodelled as the Department for Business, Enterprise & Regulatory Reform, whose innovation home page defines the process as ‘the successful exploitation of new ideas’; a further dilution of meaning. The original DTI online document has been deleted; the archive of which is reported to be with the British Library.

\(^6\) Chapter 1 Op. cit.
Thus, a context is established from which to explore the contribution that mechatronic engineering and technology practitioners can provide towards reducing consumption of finite resources, selecting appropriate technologies, ensuring minimum energy usage, eliminating unnecessary waste, extending reliability and endurance, avoiding undesirable duplication, future proofing, end-of-life recovery of component stocks, reducing/negating pollution and toxicity and simplifying functionality through the rationalisation of complexity. Mechatronics is a synergistic discipline which seeks to secure integrated solutions. Under these conditions, a more holistic approach to creating ‘sustainable’ products, processes and systems can result, and thereby engage a perception that:

The whole is more than the sum of the parts – and each part is more than a fraction of the whole [10].

For mechatronic applications, there are several instances where this philosophy may be seen to already be making an impact including:

- combining electroencephalography (EEG) with magnetic resonance imaging (MRI) [11];
- control software integration [12] for investigations into epilepsy [13];
- the Combined Active and Passive Safety System (CAPS) for automotive applications under development by Bosch and others [14, 15];
- micro-electromechanical systems (MEMS) arrays offering the possibility of thousands of individual components to function in isolation or combined to enable complex actions [16–18].

### 2.3 Deconstructing Technological Innovation as a Driving Force for Sustainable Engineered Systems

Innovation, as such, is regarded as both a cause and solution to much of the structural, environmental and social impact issues surrounding economic development [19]. Yet, it is argued that technological innovation lies at the heart of attempts to secure sustainable ‘engineered’ system outcomes for longer term social and economic gain and in turn should be appropriated to advance environmental sustainability. This contrasts with systems innovation where broader concerns are primarily directed towards organisational, architectural, socio-political, and socio-technical issues within the sustainability framework [20].

In recent years, linear models of innovation⁷ have been largely discredited [22] as inadequate descriptors for differentiating the various and often complex processes in translating concepts to a marketable conclusion. While the

---

⁷ As a sequential and unidirectional process having five functional phases comprising: idea generation > invention > R&D > application > diffusion [21]
interactive, systems-based model offered by Rothwell [23] does overcome many of the shortcomings of its predecessors, it still fails to take account of the need to incorporate environmental impact and sustainability considerations, or indeed the influence of moral imperatives [24]. This is further aggravated by the requirement, for instance, to absorb within the process energy demands [26] and water consumption [27] both during system configuration and lifetime usage (and possibly disposal). As Rosenberg [28] points out with respect to energy consumption:

Nor is it sufficient to examine only the energy efficiency involved in the manufacture of a product; equally important are the energy-using requirements of the product over the course of its own life cycle.

One of the early attempts to address environmental concerns and sustainability within an entrepreneurial framework of technological innovation was characterised in the work of Martin [29, 30], which provided an outline of ‘technological assessment processes and environmental impact statements’.

As Herkert et al. [31] observed:

One of the crucial elements of sustainable development lies in understanding the role that technological innovation plays in the process. Because technology often drives the way in which humans consume resources, create waste, and structure society, its role is significant.

By implication, the transition of a discrete technological innovation to the applications, exploitation and diffusion arena is probably the most important issue for the design engineer as far as sustainable outcomes are concerned. It engages a set of processes where life cycle assessments, materials utilisation, energy efficiencies, and other imports should be addressed both upstream and downstream of the ‘technological transfer’ domain [37].

Rogers and Valente [38] have described technology transfer as:

The process by which technological innovations are exchanged between individuals and organisations who are involved in R&D (but not exclusively) on the one hand, and putting technological innovations into use on the other hand….Traditionally, it was conceptualised as the transfer of hardware objects, but now often involves information.

Unfortunately, this description omits any reference to fitness-for-purpose, economic configuration, societal acceptance, or indeed environmental and ecological impact factors. Moreover, demonstration of technology in one area of application may not necessarily hold up in another. Thus, the design engineer is faced with the problem of attempting to secure robust functional solutions within

---

8 Ethical determinants with respect to mechatronic product development have been explored by Searing and Rabins [25].

9 There are several sources of information on taking ideas to exploitation available. Readers are particularly encouraged to consult [32–36].

10 Incorporating forecasting, foresight and technological verification assessments
ever more restrictive regimes of outcome conformity, moral conduct, and sustainability promotion.

2.4 Forecasting, Foresight and Technology Assessment

Although often regarded as one and the same, there are unique distinctions between forecasting and foresight [39]. The techniques and visualisation tools they employ have special significance for sustainability criteria in technological exploitation for economic, societal and environmental benefit. Both processes are important adjuncts in the technological innovation paradigm [40], and bring urgency to the issues of future consumption, technological progress and environmental tensions surrounding the sustainability debate.

Foresight studies have been advanced over the last twenty years [41], whereas forecasting and technology assessments have been part of the strategic armoury of industrial organisations and government agencies for considerably longer, invoking techniques such as the Delphi methodology, morphological analysis and relevance trees [42, 43]. Nowadays, forecasting might be more closely aligned with that of ‘applications’ foresight to assess, for example, the impact of a well-defined and potentially transferable technology into applications which might not otherwise have been envisaged or intended, such as laser interventions in surgery. Consequently, whereas forecasting is an engagement that attempts to predict future impacts and outcomes precisely, foresight:

*Explores* possible future directions of technological progress and identifies forces that might drive certain developments, and thus provides decision-makers in politics and companies with such types of strategic information [44].

This contrasts to some extent with technology assessments which Coates [45] defines as:

The exploration of primary and secondary consequences of the introduction into society of a new technology or the expansion of an already existing technology.

For the mechatronics system developer and practitioner, the technology assessment approach arguably offers the most appropriate and accessible mechanism in which to incorporate life cycle and environmental impact analysis, for example, into design studies [46] for the promotion of sustainable outcomes. This can be summarised as an exercise of gathering sufficient information about the technological development in terms of resource appropriation, processing, energy premium, anticipated durability, etc. and:

It’s likely future consequences for all those who interact with it, *before* embarking upon developing or deploying this technology [47].

Van den Ende *et al.* [48] offer a classification of the approaches and methods of technology assessment for unification into a common framework, whilst other contributions which have particular significance for mechatronic systems
developers and problem solvers are provided by Gausemeier [49], Fey and Rivin [50],11 and Kuntze [51].

Foresight evaluations, by contrast, remain more speculative when attempting to secure practical and robust technical solutions and, in general, remain within the domain of policy and executive decision makers. However, the context with which mechatronics is perceived as a synergistic and unified multi-dimensional discipline embraces the wider imports of social, political, economic and environmental issues.

Nowadays, delineation of foresight perspectives has evolved into a third generation, the first having been ‘driven by the internal dynamics of technology’, the second embracing ‘technology and markets’, and the third being ‘enhanced by the inclusion of the social dimension’ [53]. Within this paradigm, the critical issue of sustainability becomes all too apparent. Borup [54] deals with these concerns within a framework of principles, which addresses:

Production/consumption systems, eco-efficiency, risks & uncertainty, institutional reflexivity, values and visions.

2.5 The Influence and Impact of Information and Communication Technologies

Developments in computer and telecommunications technology have transformed virtually every aspect of economic and social activity in the ‘developed’ world, and increasingly so within developing nations. Whilst it is not possible to deconstruct the pervasiveness, and some would argue invasiveness, of the constituent technologies, there is much to debate in terms of sustainability issues relating to both functional implementation and, more particularly, to environmental impact.

In 1978, Sloman [55] declared that:

It can be argued that computers, or to be more precise, combinations of computers and programs, constitute profoundly important new toys which can give us a new means of expression and communication and help us create an ever-increasing new stock of concepts and metaphors for thinking about all sorts of complex systems, including ourselves.

For the mechatronics practitioner or for that matter anyone else who routinely uses computer-aided, internet-enabled, microprocessor-derived technologies, the consumption to contribution imperative becomes difficult to reconcile and negotiate. A few application-specific examples illustrate just how challenging it is

11 Incorporation of the Theory of Inventive Problem Solving (TRIZ) within forecasting to remove ‘trial and error’ ambiguities
12 Detailed evaluation and comparison with earlier studies has been carried out by Cuhls et al. [52].
to ensure sustainable outcomes which affect net gain for society, the economy and, ultimately, environmental wellbeing.

For instance, email and internet-derived resources should have led to the ‘paperless office’ through digital storage and archiving [56]. In fact, evidence strongly suggests otherwise, particularly in the exponential growth in paper consumption for email archiving [57]. Moreover, the provision of internet resources through the World Wide Web and its access to specific topics is only sustainable as long as it remains available and viewable (see footnote 4)\(^\text{13}\). This presents something of a dichotomy in the consumption to contribution debate. However, information flows through email and resources accessed through the World Wide Web do have many advantages as a medium for distributing tacit knowledge, although, whilst information management is well established, the management of knowledge remains in its infancy [58].

There is a notable difference between actively seeking out information and the passive receipt of it. As has been pointed out [59], the Web requires people to actively seek out the information, usually through search engines, whereas email and web blog discussion provides and promotes delivery of information without effort, thus providing an interactive mechanism of knowledge exchange. Furthermore, as a means to document knowledge, internet technologies makes an impact on virtually all aspects of technological development and organisational performance, ranging from scientific enquiry to sustained business and societal administration. Hence, the concept of knowledge and its transference through electronic means reveals distinct attributes as well as limitations.

This is explored by Davenport and Prusak [60], who assert that spontaneous, unstructured knowledge transfer is vital to a firm’s success, and that they should shift their attention from ‘documents to discussion’. They go on to describe the ‘velocity’ and ‘viscosity’ of knowledge transfer; velocity being the speed at which knowledge moves through an organisation and viscosity referring to the richness (or quality) of the knowledge transferred, and that these components are often at odds with each other. This can result in information overload and in the context of email, which was originally designed as a communications application, is often used for task management and personal archiving for which it was never intended [61].

The knowledge-based economy, through the implementation of information and communication technologies, has been described routinely as ‘weightless’ [62] since it was supposed to reduce dependence upon physical stocks of natural resources. However, this argument has been challenged in a societal as well as industrial economic context [63] and, more critically, within a sustainability setting [64] due to rebound effects of consumption. These are created by the proliferation of computer hardware, its obsolescence and redundancy, energy

---

\(^{13}\) For this reason, hyperlink referencing within this chapter is, in general, confined only to documentation which would otherwise not be available through published ‘sustainable’ (sic) paper format. Another shortcoming is that, even with full html, pdf, etc. citing, direct access may be limited by filtering or by subscription registration by the user.
requirements for both powering and cooling an ever increasing demand for processing capacity as well as an expanding array of short life span consumer devices. Munn et al. [65] have examined the environmental and social implications of these issues and draw attention to the fact that in 1999, the average lifespan for a computer in the USA was between four and six years, whereas by 2005, it had dropped to less than two years 14.

Energy consumption also features as a primary concern not only in the power requirements to run massive data servers, but also in the need for cooling such installations [67]. Energy aware thermal management approaches [68] that deal holistically with the path of heat flux from the chip, through the system enclosure and out to the environment provide a mechanism for taking energy consumption issues seriously.

2.6 Consumption, Obsolescence and Moves Towards Future Proofing

Consumption and growth have been synonymous since the beginning of the first industrial revolution and, indeed, some economists would argue that it remains nothing less than the purpose of the economy [69]. Now in the ‘information age’, the world is faced with tensions of unprecedented demand for ‘material’ consumption to support technological progress together with ever increasing energy requirements, with which to stimulate consumer demand as well as to encourage take-up of newer technological artefacts and processes as they emerge. Inevitably, attendant resource depletion, waste generation and disposability problems have become the major contemporary sustainability issue [70] although, from a historical perspective, dealing with waste together with the concepts of Reduce – Recycle and Reuse over the past century [71] can be traced back thousands of years [72].

The impacts of the (current) IT revolution and its technological antecedents and derivatives were anticipated three decades ago when the notion of ‘responsible consumption’ [73] was first proposed. However, it is also now widely recognised that a transition to sustainable consumption demands greater urgency to ensure that quality of life and lifestyle can be maintained and enhanced [74, 75]. This is a subtle distinction since, whilst responsible consumption reflects rational and efficient use of resources, sustainable consumption invokes net societal and environmental gain. In order to support such objectives, it is essential to encourage more radical innovative approaches in the use and application of materials,

---

14 The Deploy project (funded through the European Commission) aims to provide formalised engineering methods to secure dependable and more robust hardware across a range of industrial sectors, including transportation, automotive, space (satellites), telecommunication (mobile phones) and business information (computers), in particular dealing with pervasiveness and complexity [66].
technology and energy inputs. Therefore, an embedded business model and societal culture should be encouraged which seeks to eliminate unnecessary waste altogether, invoke only wholly renewable energy contributions\textsuperscript{15} and rationalise essential natural resource extraction to avoid depletion. This is an ideal which may only occur through a revolutionary approach and outcome.

Reducing obsolescence and redundancy is a primary area to address since disposability has been the hallmark of the business world as well as that of consumers for too long. Its perceived survival and continued growth has been dependent on encouraging continued patterns of consumption [78] through limited life-cycle functionality (intended or otherwise), or the adoption of newer technologies as they become viable. Moreover, the acceleration of obsolescence, particularly in ICT, results in a loss of valuable knowledge as well as creating social disruption [79]. By contrast, customised low volume capital intensive products and processes (such as can be found in ships, aircraft, industrial plants and other large scale equipment) have problems with reconciling obsolescence, since they remain in service for many decades [80]. This, in itself, necessitates a step-change innovation in organisational response to secure product life longevity, to eliminate redundancy and, ultimately, demonstrate sustainable business practices. Understanding the factors which determine product obsolescence is an important consideration [81] and integrating obsolescence forecasting into the product design process can secure more sustainable outcomes [82].

Future proofing\textsuperscript{16} is the generic form of ‘obsolescence forecasting’ and as such is a relatively new concept. It has evolved mainly through the business world to anticipate organisational needs and responses to changing business environments [83]. However, application specific areas – such as ICT industries seeking to ensure future compatibility of software for extended applications or system integration – indicate that the concept can be applied to more basic technological development areas such as sustainable automotive mobility [84]. Naturally, this offers an opportunity for the design practitioner to engage and integrate many of issues posed by earlier arguments surrounding environmental impacts and consequences of consumption and waste, by invoking foresight exercises [85] into decision processes as well as other approaches such as technology roadmapping [86, 87]\textsuperscript{17}.

Unfortunately, demand only aggravates the consumption problem and the economy response to stimulate that demand through promotion of more than is actually wanted or necessary [88] by the business community in order to secure

\textsuperscript{15} An example of efforts to address these issues [76] together with a wider ranging brief to promote Technologies for Sustainable Development may be found within an initiative set up in 2001 by the Austrian Federal Ministry of Transport, Innovation and Technology [77].

\textsuperscript{16} Describes the ambiguous process of attempting to anticipate future developments, such as to avoid obsolescence

\textsuperscript{17} Roadmapping is a requirements-derived technology planning process which assists in the identification, selection and development of technology alternatives to satisfy a set of product outcomes, and is particularly suitable for evaluation against environmental impact and sustainability criteria.
profit ‘bottom line’ objectives (See footnote 3). These are complex economic and sociological issues involving both product and process innovation, detailed examination of which remains beyond the scope of this chapter.

2.7 Complexity Paradigms Within a Sustainability Context

Technological innovation is increasingly concerned with complex products and processes [89], and even components and subsystems such as microprocessors or aircraft jet engines have evolved into highly complex technologies in their own right [90]. A failure in subsystems and components within a fully integrated mechatronic system will inevitably result in malfunction or inoperability of the whole product, process or equipment. Of course, a subsystem or component may not have failed, but just need replacement as part of an upgrading or improvement in functionality. In highly customised, capital intensive products (such as aircraft), many organisations and resources will be mobilised [91] to resolve the subsystem failure or upgrade. Moreover, a range of core capabilities will be retained and enhanced to deal with subsystem improvements and further system integration as they are developed over time [92].

By contrast, in mass produced commodity systems such as personal computers, for economic reasons, there may be no incentive or even possibility to attempt repair due to the complex nature of the failed component. This applies equally to a working system which may be perceived as having become functionally inadequate as a result of greater demands being placed on its processing capacity. This poses a moral dilemma [93], particularly in abandonment and disposal of the failed or working component (microprocessor) or, indeed, the whole system.

Adoption of concurrent engineering methodologies for complex systems may to some extent offer benefits of sustaining balanced stakeholder satisfaction over time [94], together with the adoption of platform-based development of product families [95] to improve longevity. Moreover, there are indications that efforts are being made to reduce the increasing energy premiums associated with the massive growth in processing capacity for ICT applications particularly within data server domains. For example, voltage and frequency scaling for computer hardware and HVAC\(^\text{18}\) cooling infrastructure lowers energy consumption by reducing microprocessor performance during periods of low utilisation [96]. New generations of multi-core processors are being marketed for improved multi-tasking performance which also offer substantially reduced power consumption [97]. Of course, this all tends to add to the complexity paradigm, although even here, there are indications that attempts are being made to reduce complexity both in product design [98] as well as across the software-driven user interface [99]. However, obsolescence, redundancy and deficiency cannot be eliminated

\(^{18}\) Heating, ventilation and air conditioning
completely. Consequently, the burden of consumption and its associated waste generation as well as the need for process handling remain inconclusive.

2.8 Rationalising Material Selection and Processing

Material consumption, along with its raw resource extraction and industrial processing, underlies and influences all technology-based outcomes whether they manifest themselves as consumer products or major capital intensive structures. Rationalising material selection to meet environmental objectives is, therefore, of greatest concern in product life cycles in terms of production, manufacture, use and disposal [100].

Manufacturers are beginning to adopt more sustainable material selection practices with the automotive sector, for instance, engaged in utilising more recycled materials into vehicles [101] as well rationalising design approaches to recycle-ability through its use of software tools such as euroMat [102]. However, of particular environmental concern is the widespread use of hydrocarbon derived plastic materials and the extent to which they lend themselves to recycling, reuse or, in the worst scenario, abandonment in landfills.

As an engineering material, plastics are the fastest growing group of bulk materials used in high income economies and have overtaken aluminium and glass in terms of mass quantities used [103]. Unfortunately, in sustainability terms, attempting to substitute plastic materials used, for example, in packaging applications with materials such as paper, glass or aluminium may be perceived as more eco-friendly, but adds to the overall weight, volume, cost and energy consumption [104]. Thus, the ubiquitous plastic-injection moulding together with more basic sheet and film variants form major structural components of virtually all consumer-oriented and industrial/commercial use products nowadays. Moreover, due to its versatility, form and function complexity, cheapness, reproducibility, range of engineering properties and mass-produceability, it enables structural configurations that would not be possible to create by any other ‘one-shot’ application. As such, plastic injection mouldings have become ever more sophisticated in their applications over the past 60 years. Therefore, the method of bulk material processing or recycling [105] together with injection moulding techniques (hydraulic, hybrid, all-electric) also becomes significant, particularly in terms of energy consumption [106].

Although conventional plastics are derived from finite hydrocarbon sources, they do lend themselves to energy recovery potential at the end of product life in certain instances [107], particularly where they cannot be recycled or reused. However, a more rational approach for the system designer is to adopt a cradle-to-
grave analysis to material flows [108], whereby energy and waste are considered at each stage of development and processing\textsuperscript{19}.

Biodegradable polymers [112, 113], by contrast, afford an alternative to ‘conventional’ plastics altogether, whereby environmental impacts are virtually eliminated through natural decomposition over a given timeframe. However, some early attempts within the European community to encourage industry to promote and prescribe the use of bio-plastics were not successful due to ‘structural tensions’ [114]\textsuperscript{20}; a particular example being starch-based plastic coatings of electrical wiring which, in service, suffered premature decomposition. However, much progress is being made in improving structural performance in the case of electric wiring [116] and in consumer products in general, particularly injection-moulded electrical goods such as DVD players, computer casings, etc. [117]\textsuperscript{21}.

A major health issue associated with using, for example, conventional (PVC) polymers is that the vinyl chloride monomer is a known carcinogen. Additionally, in wiring applications, for instance, the inclusion of lead compounds (which produces good heat stabilisation characteristics) is considered both a health and environmental hazard [120]. Unfortunately, lead (together with several other widely used heavy metals commonly found in products and processes) require special considerations for disposal, due to toxicity. Consequently, elimination of lead and other heavy metals altogether from routine use is seen as an imperative\textsuperscript{22} and, as such, forms a central plank of recent EU legislation. Under its directive on the restriction of the use of certain hazardous substances [122], it calls for substitution of various heavy metals and, more particularly, on waste electrical and electronic equipment (WEEE) which addresses the fast increasing waste stream of electrical and electronic equipment [123]. Nonetheless, there are instances where good intentions associated with the elimination of heavy metal compounds have resulted in unintended outcomes. For example, the requirement to use only lead-free solder in electrical circuit applications [124] can result in a phenomenon known as ‘tin whiskers’ [125, 126]. Over time, the condition sometimes results in catastrophic short circuits in electronic components, rendering complete system failures and possible abandonment; hardly a move towards sustainability.

Thus, rationalising material selection and processing necessitates a holistic approach to integrating sustainability, as typified within the MATISSE project [127]. As Ritthof [128] points out:

\textsuperscript{19} More general reference to plastics and polymeric product life cycle assessment within the context of environmental impact and sustainable outcomes can be found in [109–111].

\textsuperscript{20} Further explanation on the origins and interpretation of the term ‘structural tension’ within an innovation context is given by Carlsson et al. [115].

\textsuperscript{21} Current research into the utilisation of polymer-clay nanocomposites aims at improving structural properties such as tensile strength [118] and thermal plasticity [119] as well as offering more bespoke timeframes for biodegradability.

\textsuperscript{22} The E-waste recycling of printed circuit boards is a recent example [121].
The principal task for engineers, designers, architects and natural scientists is to create products and systems that allow the extraction of a maximum amount of utility from the least possible quantity of nature for the longest possible time with the least possible use of space. In short: in products for sustainability, mass, space, need and energy have to be replaced by brainpower.

This begs the question of to what use will the product be applied and what are the material requirements [129]? In either situation, it suggests that in its broadest sense [130], dematerialisation considers reductions in base material consumption, whilst retaining, enhancing and maximising utility value.

One such example considers the microchip, where perceived utility value is high but product weight remains negligible [131]. However, secondary influences impact overall sustainability value due to the ‘complementary assets’ [133] and consuming infrastructure needed to create the product in the first place, whether in small or massive quantities. These constraints might equally be applied to whole new ranges of ‘smart structures’ and technologies being developed for industrial and consumer applications [134–136], many of which fall within the armoury of the mechatronics systems developer or practitioner. However, their utility value must be verified in absolute terms through generic dematerialisation, if practicable, whilst retaining or improving functionality and minimising environmental impact. This calls for innovative procedures in systems development that explores complete life cycle and sustainability assessments as a priority and likewise for subsequent manufacturing and distribution in the marketplace.

2.9 Conclusion – From Responsible Design to Resource Recovery

For the mechatronics practitioner, the facility to incorporate whole life parameters into product developments and application should be seen as a fundamental objective in order to promote and secure sustainable system outcomes. The synergistic nature of the discipline, whereby the whole is perceived as greater than the sum of its parts, naturally leans towards integrated solutions. However, there are both positive and negative aspects of this synergy which can impact the quest for seeking sustainable mechatronic systems and products [137] such as reliability, maintainability and supportability; an example is the influence of structural fatigue and its damage consequences for whole life system performance [138]. Moreover, intentional ‘short-life’ product design, in order to encourage and simulate end user consumption, has no place in the eco-design philosophy [139].

In many ways, this poses yet another ethical dilemma for the system designer which had been alluded to some thirty years ago by Overby [140] who asked:

23 Computer chips have a high environmental impact relative to weight [132] in terms of energy input throughout their manufacturing cycle.
Is the idea of product design for a more sustainable future a matter of ethics, or is it simply a response to pragmatic circumstance – or is it some of both?

Pragmatism dictates that products and processes will evolve as newer functional technologies emerge, which may (or may not) be superior in performance terms from their predecessors, but are exploited to promote efficiency gains, manufacturing cost reductions, competitive advantage, etc. However, the system designer, and engineers in general, hold a duty of care and responsibility to ensure that technologies they prescribe meet ethical discourse criteria [141]. In order to ensure sustainable technology outcomes [142], engineers should ask themselves which types of situations require ethical reflection, and to what extent they should assume moral responsibility in the practice of their profession?. This can be summarised in terms of the sometimes onerous obligations placed on engineers to protect both the environment and public interest, where Alpern [143] declared:

Engineers have a duty to make personal sacrifices in calling attention to defective design, questionable tests, dangerous products, and so on…

Thus, sustainable engineering incorporates ethical, social and ecological dimensions into the design of products and processes that will benefit society in general, and environmental imperatives in particular. By invoking not only moral questions of ‘fitness for purpose’, fundamental issues of environmental impact assessment, lifecycle thinking, preventing waste, minimising the depletion of natural resources and so on, in a holistic manner [144], also holds sway. This philosophy then aggregates with the Brundtland dictum of development that meets the needs of the present without compromising the ability of future generations to meet their own needs.

For the design engineer and, more particularly, the mechatronic system developer, there are now a growing number of online resource tools available to deal with these challenging issues [145, 146] as well as hardcopy sources for application specific areas of design and manufacturing for sustainable development; examples include [147–149]. However, of all the design and application challenges that the developer faces, life cycle assessment (LCA) perhaps poses the most arduous of tasks since it incorporates many contrasts in adaptation and interpretation that can extend from sustainable consumption and resource recovery through self-disassembling products, to products that are never discarded [150]. Moreover, the now accepted standard approach to LCA tends to be directed downwards towards lower system levels resulting in optimised components within products rather than optimised products within their surroundings [151]. It is therefore necessary to invoke the broader perspective of industrial eco-systems [152] which Tibbs [154] attributes to being:

$^{24}$ Frosch and Gallopoulos, in their seminal article [153], introduced the notion of the industrial ecosystem which would function as an analogy to biological ecosystems, that is, ‘plants synthesise nutrients that feed herbivores, which in turn feed a chain of carnivores whose wastes and bodies eventually feed further generations of plants.’
...a logical extension of life-cycle thinking, moving from assessment to implementation. They involve ‘closing loops’ by recycling, making maximum use of recycled materials in new production, optimising use of materials and embedded energy, minimising waste generation, and revaluing ‘wastes’ as raw material for other processes.

Naturally, end of life treatment for products and processes is only a reactive response to considerations which should be addressed much earlier in the formation and manufacturing phase (and preferably from the design stage [155]), particularly material flows [156], dematerialisation [157] and energy flows (during configuration and anticipated lifetime usage) [158]. Nonetheless, the designer may be constrained by the path dependent nature of technology evolution [159, 160], whereby complex technologies become interactive and dependent upon the availability of complementary technologies²⁵ for their final system integration [162]. However, technological evolution often provides for many step change enhancements over predecessor technologies. They can result in substantial reductions in material consumption and product configuration complexity without loss of functionality and, in some instances, additional functional improvement. Two recent promising examples are a ‘$10 microscope’ based on opt-fluidics and optics [163] and a ‘bionic eye’ based on compressible silicon optoelectronics [164]²⁶. Both developments appear to offer substantial utility value combined with significant dematerialisation, although it remains unclear whether the associated complementary technologies needed contribute an overall sustainability improvement.

For the most part, the concept of environmentally benign and optimally sustainable product outcomes remains a pipe dream, and the system developer will be forced to accommodate contingency for end of life handling provision (particularly under legislative directives, such as WEEE, etc.). Nonetheless, there are some inter alia assessment criteria that can be called upon to delay the advancement of end of life provision such as incorporating reliability [165] and maintainability [166] into the design evaluation process as well as attempting to ‘future proof’ or at least seek to predetermine useful product life [167]. Beyond this, the designer will need to apply an armoury of techniques and disassembly modelling for recycling and reuse [168]. This then paves the way to deal with resource recovery in a structured manner when applied to product and material cycles [169].

Mechatronic and IT-based products and systems, particularly those in the consumer domain, tend to have shorter life spans nowadays and, as such, accelerate the urgency to accommodate ‘mass’ resource recovery [170, 171]. However, resource recovery also creates a dilemma in decisions affecting the extent to which products can be repaired, reconditioned, remanufactured or

²⁵ These are technological assets which are peripheral to the main ‘innovation’ thrust, but may [nonetheless] prove vital to complement and support ‘sustainability’ (sic) of the development programme. They may also require some adaptation to ensure ‘fitness for purpose’ which is typically found in mechatronic systems’ [161].

²⁶ Both developments were reported in the national and international press during 2008.
recycled. Moreover, new and emerging technologies tend to undermine attempts to optimise complete resource recovery for existent product stocks due to obsolescence. It would seem, therefore, that remanufacturing appears to offer the best strategy for mitigating unsustainable outcomes. For example, ‘it enables the embodied energy of virgin production to be maintained’ [172], although the full societal benefits will not be realised unless provision for remanufacturing is incorporated into the product development process in the first place [173].

Looking further beyond ‘end of product life’ strategies is a wider socio-economic issue [176] and one that requires a radical approach to triple bottom line enquiry, particularly in terms of material selection [177]. Above all, however, is the need to adopt a systems thinking approach in order to push the sustainability agenda forward [178] and one which should sit well with the integrated and innovative nature of the mechatronics discipline. Thus, the connectivity between sustainability and innovation becomes a dominant theme [179] which can either facilitate or present barriers to sustainable futures [180]. Environmental technologies will make way for sustainable technologies where ‘environmental performance considerations will be fully integrated with economic, social and other operational issues so that the system as a whole is sustainable’ [181], The Triple Bottom Line.
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3.1 Some History of the UK Industry-Academic Link, the “KTP”

In the late 1970s, there was a recognition in the UK that there needed to be closer links forged between industry and academia to foster innovation in companies and improve the relevance of teaching in academia and thereby enhance the motivation of students. Using a somewhat flawed analogy, the resulting concept was that of a “Teaching Company”, in effect a response to the query, “if doctors can be trained in a teaching hospital, why can’t engineers be trained in a teaching company?” A moment’s thought around matters of urgent necessity and economics soon highlighted the limitations of the analogy! However, enough of the concept remained for the then Department of Trade & Industry (DTI) in the UK to begin to facilitate with increasingly substantial funding a system for industry-academic collaboration which has proved successful for more than three decades.

In essence, the concept works in this manner:

- A company recognises a need to innovate in an area in which it lacks expertise.
- An academic institution is found which has the requisite expertise within specific individuals at faculty level.
- The two or more partners are brought together with assistance from a UK government-funded consultant and a detailed project proposal is made.
- On approval, the university and company jointly seek, on the world market if necessary, a mature graduate (typically age 25 to 30).
- The graduate is appointed on a two year contract with the university, but works on the company site under the joint supervision of the nominated academic and a person at the company, usually at board level.

---

1 Consultant, UK

2 This was at the time of the project being reported through the Department of Trade and Industry, since split into the Department for Business, Enterprise and Regulatory Reform and the Department for Innovation, Universities and Skills.
The UK government typically funds around 50% of the total costs and the company funds the balance.

On a successful completion of the project, the usual expectation is that the graduate will be taken on to the company payroll.

The arrangements used to be known as “Teaching Company Schemes”, later “TCS”, and are now under the official title of “Knowledge Transfer Partnerships” or KTP [1]. These now operate on a very large scale with many hundreds of such links operating in the UK at any one time. This case study describes an outstanding example which attracted the premier award for such a link in the UK in 2002.

### 3.2 Some Observations on the Acceptance of Computer-aided Engineering (CAE) in Smaller Companies

Towards the close of the second millennium, the larger proportion of expenditure on CAEware both hard and soft would have been found in industries such as aerospace, automotive and process plant contractors. Smaller companies manufacturing specialist products such as agricultural machinery, bread making machines or refuse vehicles were sometimes headed by senior managers and directors who viewed CAE as being for the “big companies” and costly in requiring sophisticated workstations and expensive and “difficult” software. Many will have invested in 2-CAD, but some would have insufficient appreciation of the benefits afforded by 3D, not just in the design stage, but in almost every area of the downstream business activity.

It has been said that:

Mechanical engineers think in terms of physical forms and motion,  
electrical engineers think in terms of signals and circuits, and  
software engineers think in terms of logic and syntax.

The perfect mechatronic engineer would of course be highly and equally competent across the psychological and technical profile! The fact is, however, that at the concept definition stage of a new product or system, such as a radically new domestic food mixer, it will often be the mechanical conceptual design (not disregarding industrial design and styling) which will predominate in the early stages. Often, it is with constructional toys and “taking things to bits” that spatial awareness is developed and embedded in childhood. Hence, those who eventually choose an educational path and career in mechanical engineering design and maybe henceforward in mechatronics, usually have no difficulty in imagining solid objects, mentally rotating and “viewing” them and observing the motion of

---

3 The above presents the broad outline of the scheme. The precise structure and details have varied over the years the Teaching Company Programmes/Knowledge Transfer Partnerships have been operating.
even complex mechanisms. Therefore, the mechanical-mechatronic engineer needs software tools which enable “3D-thinking” to be seamlessly transferred on to the screen by creating and capturing in software the requisite geometry. Relatively inexpensive software such as SolidWorks® [2] and Inventor® [3] running on standard office PCs have now transformed the whole process of product innovation in smaller companies. No longer is it acceptable to draw parts in stand-alone 2D and modify ill fitting assemblies on the shop floor. Even so, in some companies with influential non-technical boards, a fear of innovation has been akin to a death-wish.

This case study shows how a small engineering company in the Lake District in the UK did, in fact, achieve a revival, indeed a “Revolution”, through 3D-CAE applied through the means of a Knowledge Transfer Partnership. Once the geometry of a product is established, so much else can follow with the accurate and less onerous transfer of data into essential downstream business areas as Figure 3.1 shows.

Fig. 3.1 3D-CAE and business integration

3.3 The Ducker Engineering Case Study

3.3.1 Problem or Opportunity?

This story shows how a business success was brought about for a small company, Ducker Engineering, which is now incorporated as a division of Kannegiesser, the leading international company in the field of industrial laundry equipment and textile product work movement systems [4].

Some mechatronic purists may object and allege that the product to be described does not fulfil the idealistic definition of an intelligent system with highly sophisticated sensors and software such as an autonomous puddle-avoiding unicycle able to navigate its way home after the human rider has been taken off by
ambulance for personal repair! However, as a complex but integrated electro-mechanical system with many sensors, drives and actuators, it is in good company with many industrial products and systems controlled by programmable logic controllers (PLCs) and common motor control algorithms. Much published material already describes such systems as “mechatronic” without inhibition.

At the time the project was initiated, Ducker Engineering Ltd. was a privately owned company based in Kendal in the UK, and was well established in the field of designing, building and supplying equipment such as garment folding machines and heated tunnels like that of Figure 3.2 for drying and conditioning garments after washing. Clients were major industrial laundries, themselves having contracts with clients such as hospitals and supermarkets with large numbers of uniforms, overalls and suchlike garments to be processed.

![Garment conditioning tunnel](image)

In 1999, however, the business position of the company was becoming fragile, with a declining turnover due to adverse currency exchange rates and increasing competition in the markets for their traditional products. Future profitability was in doubt. There was further vulnerability in the company’s knowledge base due to the retirement of a senior mechanical design engineer. Significant strengths remained in place, however, with a very experienced and effective small team in industrial drives and controls, and a skilled and well motivated shop floor assembly staff. The company CEO was highly knowledgeable in the company’s market areas, was alert to changes and developments, was not risk-aversed and was willing to invest as necessary to improve the company’s position, and therefore was able concurrently to identify a new market opportunity for the company and the means of realising it.

All over the world in washrooms and restrooms in companies, supermarkets, hospitals, cafes and many other places, the hot-air hand drier is ubiquitous. However, these machines are noisy and there was an emerging view supported by some academic research that they could distribute pathogens by blowing them around the local environment. Two common alternatives presented themselves, the paper towel magazine-type dispenser resulting in mess and inconvenience and the traditional roller towel cabinet of Figure 3.3.
Of the three common methods of hand drying, the cabinet-type dispenser is therefore experiencing a resurgence. The towels are typically 40 m in length and when a soiled towel has run through, it remains in the cabinet as a tight roll for collection by the hygiene service provider and onward despatch to an industrial laundry. One washing method is simply to unroll and flake the towel and tie it in a bundle to be washed in a drum-type batch washer. This is clearly not very satisfactory in cleansing the inner parts of the bundle.

A proven alternative was a machine whose manufacture in the UK ceased over 25 years prior to the time of writing in 2008. This was based on a continuous process of unrolling, washing, rinsing, drying and re-rolling the towels. These machines incorporated a buffer for the reception of the towel as it was unrolled and flaked at the beginning of the process in such a way that the operative could, in a matter of seconds, use a simple hand-held sewing machine to stitch the soon-to-depart edge of the in-process towel to the leading edge of the next. A simple hook tool was used to remove the stitching from the then trailing edge of the rolled up processed towel and so on.

Fortunately, the requisite special process expertise was still accessible in the form of a retired engineer from the original machine company who had developed a successful second career in manufacturing bespoke parts for the significant working population of old machines and in travelling widely around Europe to maintain them. Such rare and valued expertise needs to be captured and exploited for the future, perhaps a lesson for many small companies. As can be seen in Figure 3.4, the tool boxes suggest frequent stoppages and breakdowns. Poor wash performance, excessive use of detergent (and high environmental impact), unappealing ergonomics and some health and safety issues all pointed to the need for a radically new approach if the essentially proven process principles were to be available to the industrial laundry market for much longer.

It was through this contact with the retired engineer that the CEO of Ducker Engineering was able to see a way to diversify and extend the product range and at the same time enhance the design company’s processes and operations. The CEO then approached the Engineering Department at Lancaster University in the UK, located some 30km from Kendal where there was a strong tradition of engineering design and academic-industrial interaction. The chosen mechanism for developing
collaboration was through the KTP link, as described in Section 3.1. The project objectives were defined as:

To design, develop and launch a major product diversification programme, using the opportunities for Computer Aided Engineering (CAE) Applications and Integration to transform the whole business.

The search was then on to find the key player, the young but experienced engineering graduate who would be the principal agent of this transformation. Eventually, a graduate of a Computer Aided Engineering (CAE) undergraduate programme with 15 months experience in design & development with Parker Hannifin was appointed and proved to be the right person for the task. Among the software packages included in the undergraduate programme, SolidWorks® [2] was considered to be particularly suitable for the task ahead. After dealing with and overcoming blockages from the UK Immigration Service, a work permit was obtained (1999) for this non-UK national and they were able to start work, showing almost immediate acceptance in dealing with the shop floor culture of a small UK provincial company. This was helped in large part by their remarkable ability to pick up and employ to good effect the full range of English idiomatic language! At the time of writing in mid-2008, the individual concerned is a member of the Institution of Mechanical Engineers, a UK Citizen and an independent consultant in CAE with their own developed software for product data management, RevZone [4].

Fig. 3.4 An “Old Machine” environment
The project was intended to last for two years, and thus started with a senior faculty member from Lancaster University and Ducker Engineering’s managing director acting jointly as supervisors for the engineering graduate, who worked closely with the in-house electrical team and enjoyed frequent consultation with the process expert. No detail design information was available for the original machines, so a decision was taken to start with a “clean screen” retaining only the general operating principles, modified and improved as judged necessary. None of the original parts were re-used.

### 3.3.2 The “Revolution”

The above choice of name encapsulates not only the greatly improved performance of the new machine by comparison with the old, but also the radical effect upon the company’s business model. It had been generally acknowledged within the company that a machine of this complexity would historically have required at least 18 months or longer to progress from concept to a working prototype. The first machine was designed, the parts were sourced and manufactured, and the machine was assembled, tested, shipped and working within a commercial laundry within eight months. The customer satisfaction, awareness and expressions of intent that this achievement demonstrated convinced Ducker Engineering that, indeed, here was a significant market opportunity. Accordingly, further machines were authorised to be built and three of these are shown in Figure 3.5.

![New machines in final assembly](image)

**Fig. 3.5** New machines in final assembly

---

4 David Dawson, the author of this chapter
The power of CAE in areas such as information for marketing and customer support was shown when a potential client visiting the company asked if it would be possible to have some diagrams of the complex path of the towel through the machine. Clearly expecting that it could be days or even weeks before such a diagram, perhaps even a traditional 2D drawing, would be provided, they were astonished and gratified to receive during their visit the isometric vertical slice as shown in Figure 3.6.

![Fig. 3.6 “Revolution” sectional view](image)

**Table 3.1 “Revolution” performance comparison**

<table>
<thead>
<tr>
<th>Performance Criteria</th>
<th>Target</th>
<th>Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine Cycle Speed (km/hr)</td>
<td>3.6</td>
<td>4.2</td>
</tr>
<tr>
<td>Operator Output (towels/hr)</td>
<td>70</td>
<td>100+</td>
</tr>
<tr>
<td>Water Usage (litres/towel kg)</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>Total Processing Cost (UKpence/towel)</td>
<td>33</td>
<td>19</td>
</tr>
<tr>
<td>Concept to Prototype (years)</td>
<td>1.5</td>
<td>0.75</td>
</tr>
</tbody>
</table>

It is, of course, entirely feasible for such a diagram to have been generated for potential clients well ahead of committing to “cut metal”. The prototype machine was a complex assembly with multiple shafts and bearings, tanks and pumping systems and two steam heated drier drums around which the towel passes in multiple spiral laps on its way to the output buffer and re-winder. Within this, there are numerous control loops for water level and temperature, pumps and sprays, motor speeds and torque, web tension and breakage detection. In service, the machine demonstrated the extent of the improvement of performance compared to the design target based on the very best of the old machines then-current performance, as can be seen from Table 3.1. The advantage over the other competing forms of wash process was even more significant as shown in Figure 3.7.
In a job-shop or batch manufacturing shop floor environment where the predominant activity is the assembly of complex machines from largely bought-in components as subassemblies, the provision of assembly aids can help to avoid misidentification and achieve “right first time”. On the Ducker Engineering shop floor, large numbers of laminated sheets showing exploded views of renditions of important assemblies were hung on easily accessible display frames for consultation by the fitters. Two examples of these are shown in Figure 3.8.

Such assemblies often include subassemblies bolted to casings made of folded sheet metal. In such assemblies, the sheet conventionally has all the requisite holes and apertures punched out on the flat as in Figure 3.9. It is evidently necessary that when the sides are folded up to form a box, the opposing location holes are
aligned to an acceptable tolerance. Software modules can directly link the basic geometry within the primary CAE package into programmes which calculate the position for holes to be punched in the flat, taking into account the effect of bend radius, elastic spring back for defined materials and other significant criteria. If suppliers can be persuaded to adopt the necessary software for their cutter-punch machines, then easy data transfer is achieved and errors can be avoided.

Fig. 3.9 Component in the flat

Further benefits are obtained with links to Finite Element Analysis modules for the checking of parts which may be critical in terms of stress. Here, the proviso must always be that the load cases are correctly defined. Otherwise, the results become useless and even dangerously misleading. In this project, COSMOSWorks® [6] was used to good effect. The montage of Figure 3.10 shows some important subassemblies with parts extracted for display.

Fig. 3.10 FEA display montage

The design of the operator interface was a particularly important part of the “Revolution” concept and specification. Such machines tend to be operated by unskilled employees who work under time pressures and who have neither the opportunity nor the technical ability to carry out fault finding and troubleshooting. However, they must carry out routine tasks such as the topping up of the detergent. To aid the operators’ task, a robust touch screen was designed and incorporated at the work station as shown in Figure 3.11. Here, a system of “flags”
is employed in the display. These are normally ticks on a green background but turn to crosses on a red background when a fault occurs or attention is required at a corresponding location. These are linked to error/action messages which then display advice or the required action.

The machines also have a self-reporting capability linked directly to the manufacturer for both engineering and commercial purposes so that help could be given on technical questions, supplies and utilities consumption.

![Operator interface](image)

**Fig. 3.11** Operator interface

### 3.4 Conclusions

Within a few months of the conclusion of the 2 year project, a complete turnaround had been achieved by the company:

- a new world-wide market with export turnover doubled;
- product development time halved;
- a completely new product under consideration;
- CAE skills disseminated to additional staff;
- reduced manufacturing costs, re-design and manufacturing re-work;
- existing jobs secured and payroll increased by 30%;
- supply chain management improved;
- academic links strengthened;
- profitable operation for the first time in 4 years.

The key to this achievement was indubitably the ready acceptance of the company to bring in and implement the full potential available from a capable CAE package, along with the people to apply it. Substantial effects were also felt in the Lancaster University Engineering Department with a parallel installation of SolidWorks® for all design activities, including the morale-boosting participation in the international “Formula Student” race car competition.
In December 2002 at a presentation by Lord Sainsbury, the then Ducker Engineering Limited was given a UK national award for the best link between an academic institution and a small company, and also an “Engineering Excellence Award” by the Royal Academy of Engineering. This transformation in the company thus made it a most attractive proposition for it to become incorporated in 2005 as Kannegiesser UK, a strategic part of the world’s leading manufacturer of industrial laundry equipment who continues to use SolidWorks® and RevZone® in the design, manufacture and assembly of a range of other innovative machines.
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4.1 Introduction to Mechatronic Design

As with conventional engineering design, mechatronic system design is normally considered to be a sequential process in which a design solution to a given design problem is generated, explored and evaluated following a series of prescribed steps. These relatively prescriptive design structures can be found in traditional design process models as found in many classic design text books such as those by French [1] and Pahl & Beitz [2], and have more recently been placed in a wider mechatronic context by Bradley et al. [3] and Bracewell et al. [4].

A new mechatronic design process model is proposed and introduced here and is intended to support a holistic view of the mechatronics system or product design by considering functional as well as life-cycle issues during the design phase. The application of the model is then illustrated through its application to the design of a high-precision mechatronic oil dispensing system with a very low flow rate. The associated life-cycle considerations and associated approaches are then as set out in Borg et al. [5].

4.2 Mechatronic Design Process Model

The proposed mechatronic design process model is based on an enhancement of French’s model by introducing stages addressing the design needs of mechatronic systems and products. This model is further enhanced by introducing concurrent engineering design principles and proactive design support concepts using life-cycle mechatronic system knowledge into the model structure. This will then provide a comprehensive model for mechatronic system design, employing modern design methodologies and techniques to enable mechatronic system
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designers to rapidly produce solutions for a given design problem. The key design stages in this model consists of:

- product market research;
- system conceptual design;
- system embodiment/detailed design.

This latter consisting of three substages:

i) model construction process;
ii) component matching and sizing, and virtual system simulation evaluation;
iii) comparative analysis.

These fully evaluated mechatronic system design solutions can then be prototyped and tested, and manufactured and assembled.

Fig. 4.1 Concurrent mechatronic system and manufacturing/assembly design process model

In contrast to traditional engineering design approaches, a new concurrent mechatronic system design and manufacturing/assembly design process model is proposed as shown in Figure 4.1. This model is based on the integration of the life-cycle design model [5] and a mechatronic system design model [6] and depicts the use of an ideal computer support design environment for mechatronic
product development. The development of a mechatronic product using such an ideal computer support system goes through the following stages: *design initialisation and task clarification* stage through the analysis of need, *concepts and qualitative modelling* through concept generation, computer based modelling and evaluation, *embodiment and quantitative modelling* taking place at the traditional embodiment/detailed design stage, but characterised here by iterative simulation of mechatronic product performance through the use of several simulation tools and techniques.

These design solutions are further analysed and evaluated from the structural and dynamics points of view by firstly constructing and evaluating finite element analysis (FEA) and dynamic analysis models, and then by evaluating the behaviour of chosen mechatronic design solution using these models. To take an even more holistic design approach using the multi-perspective modelling and simulation approach [7], further evaluation of the mechatronic solutions can be undertaken by investigating the multi-perspective models covering geometry, costs, and so on. Evaluations of design alternatives can also be carried out to facilitate designers in making informed design decisions.

During the above process, mechatronic product definition models are gradually evolving and expanding from the simple models at the initial design stage to a fuller model at the final embodiment/detail design stage. This is due to the fact that during this process, more and more design decisions are made to concretise and quantify design solutions. During this process of generating design solutions, a design evolves from being abstract, qualitative and vague to being detailed, quantitative and concrete. As the design develops, the associated design information expands to a richer level as a result of the increasing number of decisions made and recorded within the design process.

A set of dictionaries, e.g., mechatronic working principles, Product Design Elements and their mapped functions and libraries of past well-proven design modules and proven simulation models of past design solutions, can be reused to assist designers in generating a working solution. These can be in the form of a computer supported design database containing useful and proven partial solutions to mechatronic design problems. Examples of this approach include the Schemebuilder project and *Dymola* software [8], supported by the open language structure *Modelica* [9]. The latter has attracted considerable research and development interest in recent years. The contents of the libraries and dictionaries can also be sought from various sources of textbooks, internet searches and company specific collections of past products.

A modular approach should be adopted and the basic component/product building blocks can be generalised to construct the libraries. Once this set of dictionaries and libraries is compiled, they can be used to support the generation of product models.
The final outcome from the idealised computer support system is a set of multi-perspective mechatronic design models which collectively describe and define the behaviour of a mechatronic system. These models include, among others:

- A model defining the functional behaviour of the intended mechatronic product or system.
- A model defining the control architecture and the associated algorithms for the mechatronic product or system.
- A model containing the geometric information about the mechatronic product or system.
- An assembly model specifying a list of components and their relationships.
- A finite-element analysis model for structural integrity analysis.
- A dynamic behaviour evaluation model if the system dynamics are a major concern.
- A kinematic model to evaluate the motion related system behaviour.
- An aesthetic model for evaluating the visual aspects of the mechatronic product or system.

Each of these models describes a particular view of the mechatronic system within certain levels of accuracy and detail, though collectively, these models fully define the properties of the system in terms of its physical definition, its intentional purpose and life use and disposal. The behaviour of a system in its various anticipated life-cycle environments can also be predicted even if the system only exists as a virtual product in its virtual computer model.

For mechatronic system design, equally important is the concurrent modelling of life-cycle considerations. This is specifically represented by manufacturing/assembly (MA) modelling in the design process model of Figure 4.1. On the right of this figure, an evolving Manufacturing/Assembly Tool Element (MATE) model is represented. This representation is intended to show that concurrent product and MATE modelling can be established from the interaction of component/product models with available MATE knowledge by extracting relevant product information.

For example, knowing that a sheet metal component requires a hole-feature as part of its design decision, a punch-die tooling design can be derived to form a tooling model. This deduction leads to the concurrent development of tooling for the product. It can also be seen that MATE models are also expanding and evolving as more MATE model details can be added with more product design decisions made.

To illustrate the principles and potentials of the above design process model, the case study and associated mechatronic design solution are representative of the approach described. However, the life-cycle considerations of the design problem
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are not discussed and implemented, and the study focuses on functional design, concept generation and evaluation followed by prototyping and testing.

4.3 A Mechatronic Case Study

4.3.1 Mechatronic System Design Problem Description

The automatic application of lubricant to industrial machinery provides a background for discussing the implementation of a mechatronic system. These systems are characterised by the need to accurately and consistently supply very small continuous volumes of lubricating oil and is often accomplished by means of a needle valve.

The initial statement of need is for the design of an automatic stand-alone oil lubricating system for industrial chain lubrication applications with an accurate and very low flow rate (of the order of 2 to 20 drops per minute) operating at ambient temperature in the factory environment.

4.3.2 Design Concept Development

While there are single discipline solutions available to implement this task, it is more beneficial to generate a mechatronic solution for the problem. This becomes clear when the functional requirements for an automatic and adjustable oil dispensing system are considered.

The interdisciplinary and integrated nature of a mechatronic system means that the design process must be viewed from a number of standpoints. These include (but are not limited to) understanding functional requirements, user requirements including user interaction, the dynamics of the systems to be controlled and the interaction of the individual systems and subsystems. Each individual system or sub-system must be considered and understood in detail in order for the final integrated system to operate as a single entity to meet the end objective.

The aim here is to prove the general architecture of the design. Problems encountered can then be fed back into the design process to support improvements and enhancements. The design has to reflect the role that it performs and the environment in which it is used. Hardware and software have to work in harmony in order to be able to produce the desired effect in response to changes to the environment. An incorrect specification of the software or hardware, or an incorrect interpretation of the environment can result in an undesirable outcome. As a consequence of this interdependency, a problem in one area can have
repercussions in others. This, in turn, can create other downstream effects. Figure 4.2 describes the interrelated nature of a mechatronic system.

![Fig. 4.2 The interrelationship of environment, software and hardware](image)

As the system architecture is heavily influenced by the environmental factors of Figure 4.2, it was necessary to test the oiler system in an appropriate operational environment. Described here is an approach by which the general operating requirements could be explored through the evaluation of a working prototype when tested in a real operating environment.

To this end, a number of local manufacturing companies were assessed to identify a chain driven machine that would benefit from automated lubrication. The machine selected was a ‘cooling tower’ at a local biscuit manufacture. This a chain driven rack that transports biscuit wafers through a refrigerated tower. The application is characterised by an abrasive environment caused by broken and crushed biscuit wafers interspersed with periods of high moisture due to the frequent high intensity cleaning regime.

Figure 4.3 shows a black box diagram of the system requirements. The main elements consist of a chain motion sensor enabling the unit to start and stop lubricant flow in response to the chain movement and a manually operated controller to adjust the flow rate through a needle positioning mechanism on the valve.

![Fig. 4.3 Black box function of the prototype oiler system](image)

The key to being able to accurately and consistently control low fluid flow is the ability to establish the link between valve geometry and the flow characteristics of the valve. Once this has been accomplished, it is then possible to develop a mechatronic solution consisting of the mechanical and control elements required to manipulate the valve geometry to achieve the desired flow. What
makes this problem such a rich source of investigative subject matter is that there are many other factors that conspire to adversely affect the flow rate. These factors need to be identified, quantified and accounted for in the mechanism and control system. Their interrelationship is then what characterises a mechatronic system.

A mechatronic system can be broken down or decomposed into subsystems and sub-models for the purpose of analysis, but these cannot be used in isolation when determining the performance of a complete system. The decomposed functional representation for the oil lubricating system is shown in the functional block diagram of Figure 4.4. In this type of diagram, the highest level function, typically the complete system, is successively decomposed into its functions and sub-functions until a means or a method is found to realise the decomposed functionality.

![Functional Block Diagram](image)

**Fig. 4.4** A functional block diagram for an industrial oil lubricating system

This diagram can be further refined and quantified to produce a behavioural simulation model. Some parts of the system model are described in detail here. However, as part of the mechatronic design philosophy, it is important to be aware of the overall system and of the contributions of other key sub-models. In this case, these includes but are not limited to; the interaction of the fluid flow with the geometry of the needle valve, the effects of temperature on the geometry of the valve and the linear motion characteristics of the needle positioning device.

### 4.3.3 Detailed Design

Due to its simplicity and relatively low cost, the obvious choice for activating the valve is a solenoid. The use of a magnetically latching solenoid significantly reduces the power required compared to a regular solenoid by removing the need
to maintain current flow while the valve is open. This limits the current drawn from the supply to pulses when switching the flow on or off.

There are two important characteristics of latching solenoids that must be considered when incorporating them in a mechanical system. Firstly, by definition, a latching solenoid sits in one of two positions, with the plunger either in or out. In the in position, the plunger is held by an internal magnet but must be stopped by an external mechanism to prevent the plunger from exiting the body completely when the current is reversed. As such, it is not designed to be able to regulate the extent of plunger travel. Secondly, the ability of the solenoid to successfully move the plunger decreases exponentially as the plunger exits the solenoid body. This means that it is able to exert a strong force for very short travel applications, but displays a very weak force when fully extended.

![Diagram of Oil Lubricating System Layout](image)

**Fig. 4.5** Oil lubricating system layout

Because of these characteristics, there is an immediate problem when trying to interface a latching solenoid with the needle valve. The needle valve requires a range of travels corresponding to the amount of needle lift available as set on the adjuster dial. This is approximately 3 mm, corresponding to the available travel of the needle between the closed and prime positions of the valve. As can be seen from the basic architecture diagram of Figure 4.5, a spring must be inserted between the needle valve and the solenoid to allow the solenoid full travel while the needle valve needle travel is restricted.

This now leads to the problem of matching the solenoid force and travel to the force and travel of the needle valve. As can be seen from Figure 4.6, the total distance required to travel by the solenoid plunger, $x_T$, is:

$$x_T = x_{RMV} + x_C$$  \hspace{1cm} (4.1)
where $x_{RMV}$ is the compression on the internal needle valve spring and $x_C$ is the extension of the centre spring. The needle valve spring travel is limited by the adjustable stop and the total travel of the solenoid is the sum of needle valve spring compression and centre spring extension.

As the spring constant $k$ can be defined by $F = kx$, where $F$ is the force applied and $x$ is the spring extension, the total spring extension can be defined as:

$$x_T = F/k_{RMV} + F/k_C$$  \hspace{1cm} (4.2)

where $k_{RMV}$ and $k_C$ are the spring constants of the needle valve and centre spring respectively.

If the spring constants are known, it is possible to plot the total extension against applied force. Combined with the pull force/stroke information provided by the solenoid manufacturers, it is then possible to see the effect of different spring constants.

![Mechanism diagram including valve and solenoid with intermediate spring](image)

**Fig. 4.6** Mechanism diagram including valve and solenoid with intermediate spring.

Plotted in Figure 4.7 are the force/extension characteristics for the needle valve spring on its own (RMV spring), the centre spring on its own (centre spring) and the combined effects of the needle valve spring and centre spring (composite). Also shown is the force/extension curve for a 20 W solenoid as provided by the manufacturer. The minimum stroke required of the solenoid is equal to the maximum extension of the composite spring as per Equation 4.1.

In the example given, it can be seen that the minimum stroke required of the solenoid to ensure the needle valve has moved through the full amount of travel possible is 3.75 mm as indicated by the change in angle of the composite curve and by the Max extension line. This is achieved with the needle valve spring and centre spring in series and corresponds to the needle valve spring reaching its limit of travel.
The centre spring line represents the case when the needle valve is closed and thus allows no compression of the needle valve spring. In this case, all the force is through the centre spring and a much higher force is required to achieve the same travel. As the minimum solenoid stroke length is set by the minimum needle valve stroke, this is the situation that places the highest load on the solenoid and it can be seen from the dashed lines that a force of 2.45 N is required to move the centre spring through the minimum stroke of 3.75 mm.

![Graph](image)

**Fig. 4.7** Spring extension and force in relation to solenoid force

As the valve travel adjustment is achieved by limiting the travel of the needle valve spring, all possible force/extension combinations lie between the composite and centre spring lines and so the force range is 0.45 to 2.45 N. Changing either of the two spring constants alters the minimum stroke length required, which in turn alters the maximum force required.

The solenoid data shown on Figure 4.7 is presented relative to the plunger fully engaged position and has been converted from the force/stroke data supplied by the manufacturer. Taking this as a datum, the stroke = 0 point is set to the maximum spring extension line. This means that for all spring force plots above the solenoid force line, the solenoid should be able to work against the spring. If the centre spring line (also the worst case) were to cross the solenoid curve, it would indicate that the solenoid would start to move but then not be able to generate enough force to fully engage the plunger.
The benefits of a relatively high $k_C$ spring constant relative to $k_{RMV}$ are that this limits the total extension required, which in turn reduces the total force required when the needle valve is in the closed position.

However, there are consequential effects associated with changing the centre spring constant, as the solenoid power curve is linked to the total extension point. As the total extension reduces, the total travel required by the solenoid reduces, putting it in a more favourable power band.

This interrelationship means that there is a range of spring constants that could be suitable for this application. In practice, it was found that while the system was fairly insensitive to specific $k_C$, it was very sensitive to the particular position of the solenoid and plunger stop. This is because of conflicting positional requirements. The position of the solenoid is such that the following requirements must be fulfilled:

1. In the engaged position there is enough tension in the centre spring to be able to fully lift the needle valve while in the prime position.
2. There is enough tension in the centre spring to aid the disengagement of the solenoid plunger when the current is reversed. This is at a minimum when the needle valve is at the prime position.
3. There is no residual tension in the centre spring when the plunger is disengaged, as this will prevent the valve from fully closing and allow it to leak.
4. When conditions 1–3 are achieved, there remains enough power in the solenoid to move the plunger when the needle valve is in the closed position.

While it could be argued that condition 4 is unnecessary, it would be considered good practice, as the system needs to be able to operate when the RMV is ‘nearly closed’, and as this position is impossible to define, it is prudent to design the mechanism to activate when the RMV is closed.

The points above and Figure 4.7 can be formalised in terms of the difference between the force available from the solenoid and that required to open the valve, $\Delta F$, as marked on Figure 4.7.

The maximum force required to open the valve is determined by the position of Point 2 on the centre spring line, which in turn is determined by Point 1. If the needle and centre spring displacement is denoted by $x$ and the maximum displacement required of the needle valve and the centre spring is referred to as $x_T$, this then marks the position of Point 1 when $x_T$ and Point 1 can be determined by:

$$x_T = x_{RMV} + \frac{F_{\text{min}}}{k_C} \quad (4.3)$$

where $x_{RMV}$ is the needle movement required to fully open the valve, $k_C$ is the spring constant of the centre spring and $F_{\text{min}}$ is the minimum force required to close the valve, taking into account the opening force of the fluid pressure head. In this way, the valve opening distance and the shut force of the valve determines the
spring constant required of the needle valve. The maximum force required to open the valve is determined by Point 2;

\[ F_{\text{max}} = k_c x_T. \]  

The force \( F_s \) generated by a solenoid is:

\[ F_s = \frac{1}{2} N^2 I^2 \frac{X^2}{\xi} A_a, \]  

where \( N \) is the number of turns of the solenoid coil, \( I \) is the current through the coil, \( \xi \) is the permeability of air, \( A_a \) is the cross-sectional area of the air gap and \( X \) is the displacement of the plunger.

For simplicity, all the values other than the plunger displacement can be amalgamated into a single term that can be considered as the solenoid coefficient. The \( F \) value is dependent on the position of the solenoid relative to the valve and \( X \) is a vector in the opposite direction to \( x \) (as represented by the opposing scales on Figure 4.7). However, if the maximum travel of the solenoid is taken to be equal to the maximum travel required of the valve and centre spring;

\[ |x_T| = |X_{\text{max}}|. \]  

\( X \) can be converted to \( x \) as:

\[ X = x_T - x. \]

Using a combination of Equations 4.5 and 4.7, it is possible to define \( \Delta F \) in terms of valve displacement \( x \) such that:

\[ \Delta F = \frac{\tau}{x_T - x} - k_c x. \]

It is interesting to note that the solenoid curve moves as the solenoid is moved relative to needle valve and that \( \Delta F \) is smallest in mid-stroke. It was noticed during testing that the operation of the system was particularly sensitive to the position of the solenoid relative to the needle valve and that the solenoid would stall mid-stroke if positioned too far from the needle valve. This corroborates the theoretical analysis.

It becomes difficult to prescribe predetermined parameters for future manufacture as there are a number of uncontrolled variables that mean each system has to be selectively assembled. Due to the manufacturing tolerances of the needle valve components, the needle valves themselves are individually tuned to
set the closed position relative to the adjuster dial. This means that the total travel for each needle valve is subtly different for each assembly. It has also been noted that there are notable differences in performance between solenoids, particularly for the plunger release force.

4.3.4 Electronic Control Unit

The primary purpose of the Electronic Control Unit (ECU) is to control the lubricant flow in response to chain operation. The ECU inputs and outputs are summarised in Figure 4.8.

![ECU inputs and outputs](image)

This translates to form the following primary control operations based on the inputs and outputs for the controller:

- activate the lubricant flow when the chain is running and deactivate when the chain stops;
- monitor the chain running time and display run time when requested.

Secondary operations include:

- monitor battery level and display warning signal when low;
- provide a function to safely deactivate solenoids and store time counter to memory;
- allow time counter to be reset.

A PIC16C84F microprocessor was chosen for implementation in the prototype system as it supported a high level of functionality at low cost and is also relatively easy to update and allows the oiler to work as an independent unit. This
means that bulky and expensive PC based controllers are not required and the oiler does not rely on the presence of such a controller.  

As a result of the user trial of the finalised prototype system, it was found that a flexible architecture was essential to allow the base system to be adapted to the variety of user needs found in industry. The bespoke nature of each application requires a flexible architecture that can be quickly and easily adapted to meet the application requirements. For this, it is necessary not only to have a scalable physical architecture but a flexible logic control system that can be adapted to user needs. The adoption of the mechatronic design process shown in Figure 4.1 can help to establish a more rigorous and flexible product platform from which a number of design variants can be derived to meet the user’s specific needs.

In addition to the mechatronic modelling of the lubricating system and to illustrate the other modelling techniques used in designing a mechatronic system such as this one, fluid behaviour has been modelled and studied using a computational fluid dynamic software system to provide precise control algorithms.

Figure 4.9 shows some screen captures of simulation results, clearly showing the formation of oil drops. Table 4.1 then lists some key properties of the particular type of oil used for this application. This study alone has reduced time significantly through ensuring an understanding of oil flow behaviour for different

---

5 For further information about the full design and investigation of this mechatronic system, please refer to: Zante R (2008) A mechatronic investigation and design synthesis of very low flow needle valves, Ph.D. Thesis, Department of Design, Manufacture and Engineering Management, University of Strathclyde.

---

Fig. 4.9 Simulated formation of oil drops
temperatures. This modelling technique has been used to assess the impact of temperature on the oil flow and the results can then be used in the control algorithms to precisely adjust the valve behaviour when a change of temperature is detected.

**Table 4.1 Lubrication oil properties**

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Density</th>
<th>Absolute viscosity</th>
<th>Surface tension</th>
<th>Wall adhesion</th>
</tr>
</thead>
<tbody>
<tr>
<td>35°C</td>
<td>814kg/m³</td>
<td>0.1476p</td>
<td>0.023N/m</td>
<td>85°</td>
</tr>
</tbody>
</table>

### 4.4 Conclusions

The development and adoption of a formal mechatronic system design process is an effective way of improving the mechatronic system design process. A benchmark study relating to the design of a similar product within the chosen company indicates that the development time has been reduced from seven years to one year for a high precision oil lubricating system such as the one illustrated in this chapter. This case study clearly demonstrates that the system structure and the effectiveness of the final design are greatly influenced by the design methodology used to create it. Specifically for this case study example, the following process has been used:

- create a working concept supported by working principles and product design elements;
- development of functionality through function decomposition in response to perceived user requirements;
- detail design and analysis to ensure the concept is fully embodied by using available techniques such as behavioural energy based, kinematic simulations;
- prototype testing in lab a using duty cycle;
- implementation of a working system in a user environment;
- modification in response to actual user requirements.

Using the simplified approach above allows for the development of a flexible modular structure derived from the functional decomposition and with a scalable power circuit. This allows the mechatronic solution to adapt to the different types of valves required for different applications. The programmable logic and associated codes can be easily modified to adapt to varying user and hardware requirements.

Modelling can be an important part of the mechatronic system design process. This includes understanding the major subsystems at work within the overall system and the role played by each subsystem in respect to its effect on the overall system structure. In the case study reported, it was necessary to identify and model a hierarchy of sub-systems in order to be able to develop a coherent design
rational for the problem at hand. This clarifies the main parameters that influence the control of very low fluid flows.
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Chapter 5
A Mechatronic Design of a Circular Warp Knitting Machine

Memiş Acar¹

5.1 Introduction

The application of mechatronics is not limited to the range of consumer products encountered in everyday life. Large scale industrial machines such as those used in the textile industry also benefit from the adoption of an integrated and mechatronic approach to their design and operation. This chapter tells the story of the application of such an approach to the design and development of an innovative method of producing warp knitted fabrics using a circular configuration of needles.

Commodity knitted garments such as t-shirts are made using weft knitting machines which are of circular configuration. Typically, there are hundreds of needles around the circumference of the machine and only one end of yarn is fed to all the needles spiralling around the machine and forming knitted loops to produce the fabric. In comparison, warp knitting differs from weft knitting in that each needle has its own individual yarn feed, rather like the warp yarns of a weaving machine, and also is performed by linear (flat-bed) warp knitting machines containing two needle bars, one for each side of the two-layered fabric-joined on the edges by yarns knitting on each bar to produce a circular fabric.

Warp knitting has generally been considered as practicable only with linear (flat-bed) machines with needle bars that swing the yarns to and fro at each cycle. By operating in a circular configuration, a warp knitting machine requires a more complex configuration. Thus, until recently, it has not been possible to successfully design, build and operate a warp knitting machine in the circular format. A mechatronic approach to design and implementation makes the application of circular warp knitting technology feasible.

¹ Loughborough University, UK
5.2 Warp Knitting Cycle

Flat-bed warp knitting machines employ three main mechanisms to produce stitches. Namely, (i) a *reciprocating* motion of the needles in the vertical plane to form and cast off stitches, (ii) a *swinging* motion to move the yarns from the front to the back of the needles (and *vice versa*), and (iii) a *shogging* motion to produce overlaps and underlaps parallel to the plane in which the needles are laid.

The knitting needle cycle for a flat-bed warp knitting machine can be described in relation to the six stages shown in Figure 5.1. Starting with the needles at their highest position and having the previous loops around their stem, at stage (1), the threads are swung from the back to the front of the needles. At the *overlap* stage (2), a thread is laid under the hook of the needle by performing a sideways *shog* from one needle space to the next. The threads are then swung to the back of the needle at stage (3). The needles then start to move downwards at stage (4).

The loops from the previous cycle that are located under the needle latch cause the latches to close as the needles continue to move down, eventually reaching the top of the needles when they are *cast-off* and pulled down by the fabric tension. At the *underlap* stage (5), the threads are shogged again, this time behind the needles. As the needles rise again at stage (6), the threads in the hooks push open the latches, move further down with respect to the needles and hence become the newly formed loops.

![Fig. 5.1 Stages of warp knitting as performed on a flat-bed machine](image-url)
During the underlap period, the needles are in their lowest position. Each thread should travel from the point where the last stitch has been cast off to the new position just past the target needle. Its end position should be such that the target needle rises in front of the thread. It should also be at an appropriate height to enable the thread to pass under the needle hook when the overlap is performed.

The overlap motion begins after the needle has risen to its highest position. During the overlap which wraps the yarn around one needle only the thread is positioned under the needle’s hook and sufficiently near the stem to ensure the needle picks up the thread on its downward motion.

5.3 Circular Warp Knitting Machine Concept

Referring to Figure 5.2, the patterning mechanism requires the synchronised motions of a number of different machine functions. On a circular machine, the yarns are threaded through the radially perforated rings when the shogging movement becomes a rotation of these rings. A pattern chain then comprises a number of rotational movements of the rings in synchronisation with the mechanism responsible for the vertical reciprocating motion of the needles. The rings must therefore perform two distinct rotations and two dwells during a machine cycle. The needles then reciprocate in the vertical plane to form and cast stitches.

![Fig. 5.2 Patterning ring and needles on a truncated-cone needle-bed](image-url)
The swinging motion that moves the yarns from the front to the back of the needles (and vice versa) is provided by the needle bars in the flat-bed machines, something which is not possible with the circular machines. This provides a major challenge in the design of circular warp knitting machines and a totally novel approach is therefore required to achieve this component of motion of the yarn.

The slotted (or tricked) truncated-cone needle-bed shown in Figure 5.2 is such a novel concept which, rather than the traditional cylindrical needle-beds used in circular weft knitting machines, offered a feasible solution. This design enabled the needles to slide in the tricks (slots) cut in the surface of a truncated conical needle-bed. The needles sliding in the inclined tricks on the conical surface would then move their hooked end radially inward as they ascend and outward as they descend, combining the two of the successive motions required for the knitting cycle in one; namely, a reciprocating motion of the needles in the vertical direction and the swinging of the threads in the radial direction. The advantage of this concept is that there is no need for an extra mechanism to perform the swinging motion of the needles that is required for a warp knitting cycle.

The tricked truncated-cone is an approach whereby the whole swinging mechanism can be avoided as it combines both the swing and the vertical reciprocation in one simultaneous motion of the needles, making it a unique solution to the problem thus outweighing all other possible concepts considered. It not only increases the speed at which a stitch is produced, but more importantly, it also simplifies the movement of the yarns as it involves only the tangential motion of threads relative to the needles.

The shogging motion (moving threads in the circular direction across a certain number of needles to the desired needle position) can be achieved by rotation of patterning rings that guide the yarns that are themselves threaded through radially perforated eyelets. The rings must perform two distinct rotations (overlap and underlap) during a machine cycle. The direction and amplitude of the rotations will depend upon the fabric structure being created. However, an overlap will always be carried out only over one needle, while an underlap can be under several needles and could therefore require a larger rotation of the rings.

A knitting pattern chain comprises a number of rotational movements of the rings in synchronisation with the main mechanism responsible for reciprocating the needles in the tricks on the truncated conical needle-bed. The greater the number of rings present, the greater the patterning possibilities. However, the amount of space available for them and the complexity of the yarn paths generally restrict the number of patterning rings that can be accommodated in a machine.

The whole system, including the actuators, software and controls requires synchronisation and therefore had to be considered at this conceptual stage. The mechatronic design philosophy then needs to be applied.
5.4 The Needle Reciprocating Mechanism

A cam and follower mechanism was chosen to reciprocate the needles because it is a simple and precisely repeatable method of transforming rotational motion into a combination of linear rises, dwells and returns. This mechanism reciprocates the needle support ring in the vertical plane, which in turn moves the needles by sliding them along the inclined needle-beds.

The design of the rise-dwell characteristic of the cam is very important as it provides the synchronisation with the patterning mechanisms and the maximum speed of the machine depends on its optimisation. The dwells correspond to the underlaps and overlaps of the patterning mechanisms. During the dwell period, the set of needles remains stationary as the threads are wrapped around them by the patterning rings.

5.5 The Patterning Mechanism

A knitting pattern consists of a number of varying lengths of underlaps each followed by an overlap that wraps the thread over one needle each time. The main function of the patterning mechanism is to provide the needles with threads at the appropriate points in the knitting cycle following a specified sequence which would produce a given knitted pattern. The previously patented patterning mechanism concepts [1, 2] are all mechanically controlled, use two patterning rings driven by cams and have a maximum pattern length of twelve machine cycles.

The patterning rings through which the yarns are threaded radially (Figure 5.3) need to be rotated in order to provide the required shogging motion which is the most important function in a warp knitting machine as it determines the machine’s patterning capability. Having isolated the swinging problem from the shogging one, the latter is now simplified to that of designing a means to rotate threaded rings about their centre in the smallest possible space while allowing for easy threading of the rings. The flexibility of the patterning depends on the ease of modifying the motion performed by its shogging mechanism and the length of the pattern chain.
5.5.1 Servo Motor Selection

The patterning mechanism for an innovative mechatronic solution requires very fast responses and accurate position control. AC brushless servo motors configured as in Figure 5.4 could meet these requirements at high machine speeds of 1,000 rpm to rotate the three patterning rings. The servo motor controllers can store programs with the series of movements required by a given fabric design. This solution offers considerable reduction in the machine parts used.

The servo motor program should include the appropriate dwells in the ring rotation when the needles are being raised or lowered and a means for synchronisation between the shogging movement and the knitting mechanism should be devised.
The main parameters involved in the selection of a servo motor are the torque required by the system (including the servo motor itself) and the speed at which the motor will run. Different angular velocity profiles can be used to perform a given rotational movement within a set time. Using a triangular speed profile for a 20 ms underlap or overlap motion corresponding to 1000 rpm machine speed (see Figure 5.5), the minimum angular acceleration that the system would require and the angular velocity which it would reach can be calculated.

If the time allowed for accelerating and decelerating is reduced, the speed curve would turn into the trapezoidal shape shown in Figure 5.5; the acceleration would increase as would the torque and power requirements. The peak angular velocity, however, would decrease. The area under both curves is the same as it represents the angular position achieved after the displacement.

![Fig. 5.5 Motor requirements](image)

Physical motor size (and rotor inertia) is directly proportional to power capability. In order to obtain the smallest motor capable of fulfilling the system requirements, the power used to perform the move must be minimised.

Although the selection process ensures that the motor has sufficient power to accelerate the load in the calculated time, the motor response might not be fast enough to achieve the motion required within the specified time. It was therefore necessary to first test the servo drives (motor and motion controllers) without load to ensure that they were capable of reacting as fast as was necessary. The difference in the performance of the servo drives could be related to the difference in the mechanical construction of the motors as well as to the control algorithms used. The motor with the best performance without the applied load was then tested with a disc manufactured to simulate the same reflected inertia as the real system would produce. This simplified test procedure ensures that the motor can respond within the required time [3].
5.6 The Prototype

In the prototype circular warp knitting machine, one-third of the machine cycle was deemed to be sufficient for the needles’ movement. This leaves two-thirds of the knitting cycle to perform the underlap and overlap. Assuming that the maximum speed of the machine is 1,000 rpm and that a single knitting cycle takes place in 60 ms, this leaves only 20 ms for each of the underlap and overlap rotations. The prototype used a 72-needle truncated-cone (Figure 5.3) with a ring rotation of $80^\circ$, equivalent to 16 needle spaces. Each $80^\circ$ motion is then equivalent to accelerating from zero to $139$ rpm in $10$ ms and decelerating to zero again in the remaining $10$ ms.

The patterning mechanism for the knitting machine was then designed, built and tested without yarns. This mechanism consists of three rings each controlled by a servo motor (Figure 5.6). The motors are connected to the load by timing belts, ensuring an appropriate gear ratio. The maximum rotation of $80^\circ$ was achieved repeatedly with alternating directions in the specified time of $20$ ms, illustrating a very fast response. The complete prototype machine of Figure 5.7 was then built to industrial standards, tested and has since gone through successful industrial trials.

![Servo motor controlled patterning mechanism](image)
The development of a new knitting pattern is reduced to stepping the motor until it reaches the desired position for each motion and recording those values into the motion controller memory. The mechatronic shogging has the potential of creating pattern chains that are only restricted by the size of the memory of the hardware used, allowing hundreds of machine cycles. The patterning flexibility and the simplicity of design that was achieved by the mechatronics approach offered an optimum solution.

5.6.1 Servo-controlled Needle Motion

The main knitting mechanism, that is, the one responsible for the needle motion, could also be servo-controlled giving further control over the synchronisation between needles and yarns. This has not been implemented in the current design, but it can deploy the method proposed by Yao et al. [4] to improve the motion characteristics of a cam follower by controlling the cam speed through the use of servo drives.
5.6.2 The Yarn Feed Mechanism

A positive yarn feed mechanism was developed to control the feed rate of the yarns to the needles. By changing the feed rate and the knit pattern, the diameter of the knitted structure can be controlled and altered as required, offering new fabric formation opportunities. This novel concept opens up many industrial applications from medical textiles to fruit packaging.

5.6.3 Truncated-cone Optimisation

The use of a truncated-cone needle-bed to enhance the interaction between the needle and yarn movements is one of the main innovations of the circular warp knitting machine design. By using a tricked truncated cone to support the needles, two of the traditional displacements performed by the needles are merged into one.

The prototype machine used a 15° half-cone angle. However, it is essential that the optimum taper angle of the cone, a novel and unique feature of this design, needs to be investigated to find the most efficient interaction between the needle and yarn motions. The optimum inclination of the cone depends on a number of interrelated geometrical factors in the design of the patterning mechanism. A parametric mathematical/graphical model was developed to predict the equations that govern the relationship between these parameters and to find the optimum combinations [5].

5.7 Conclusions

A new concept of producing warp knitted fabrics using an innovative circular disposition of the needles was developed. The truncated-cone needle-bed concept, a novel approach that combined the needle reciprocation and swinging in one movement of the needles, was used in conjunction with the mechatronic design process.

A novel servo-controlled mechatronic patterning mechanism for a circular warp knitting machine was designed, built and tested. It requires very fast responses and uses AC brushless servo motors to control three patterning rings. Having proven the concept, a mechatronic system was developed using AC brushless servo motors to control three patterning rings. This novel concept has significantly reduced the machine parts required and enabled the knit pattern changes to be realised by only changing software parameters. The new design not only makes its patterning capabilities significantly better than any mechanical system, but also meets the response requirements that will allow the machine to be run at the 1000 rpm design speed. A prototype machine was manufactured and tested.
A method for the selection of servo motors was also developed. Based on
minimising the power required to perform the fastest motion required by the
application, it ensures the selection of the smallest servomotor suitable for the
application. This is very significant as it minimises the cost of the system: servo
motor power capabilities determine the frame size, which in turn governs the cost.
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6.1 Background

“Revolution” is an often overused word. However, it is no exaggeration to say that a mechatronic revolution took place in the world’s car industry during the mid to late 1980s and early 1990s. It has been estimated that during this period, for the first time, the cost of embedded automotive electronic and computer systems exceeded that of the metal in a typical executive car. It was also during this period that long established, multi-million pound (UK) industries, such as carburettor manufacturers, ceased to exist and other major companies were forced to reform and regroup to meet the mechatronic challenge.

6.1.1 Vehicle Mechatronic Systems

The extent to which mechatronic systems have penetrated the modern motor vehicle is often not realised. Some examples are:

*Engine Management [1]*

A breakthrough in engine efficiency and reliability was achieved by the replacement of traditional mechanical ignition timing and fuel delivery systems with software-based engine management.

An important side effect of processor-controlled engine management is the ability to diagnose and log system faults which can then be downloaded by garage mechanics to guide repair and maintenance. One example is the routine performance of “reasonableness” checks on sensor output data.

---

[1] Lancaster University, UK
More advanced systems can compensate for system errors to keep the vehicle operational, often at reduced performance levels until proper repairs can be carried out.

**Suspension**

Although not yet standard in most vehicles, mechatronics has enabled the production of active suspension systems that can optimise comfort and road holding by making subtle real-time adjustments to suspension geometry in response to displacement sensors and accelerometers. Some cars are now fitted with user-adjustable suspension settings so that the driver can choose between ‘sport’ or ‘comfort’ settings as well as tyre pressure monitors.

**Brakes [2]**

Virtually all cars are now fitted with an Anti-lock Brake Systems (ABS). The system constantly monitors the rotational velocity of each of the four wheels on a vehicle. They are empowered to reduce the braking effort on an individual wheel if it is sensed that it is about to lock and hence induce a skid.

Closely related systems are ‘traction control’ which prevents wheel spin and ‘stability control’, which as the name suggests, can intervene and override driver input if the overall stability of the vehicle is threatened.

**Transmission**

An increasing number of automatic and semi-automatic transmission systems use highly complex processing to generate smooth gear changes whilst optimising both performance and economy. In addition to giving the driver an element of choice over the degree of ‘sportiness’, some advanced systems claim to ‘learn’ the driving style of the user and provide the required responsiveness.

**Air Bags [3]**

Air bags and other defensive mechanisms such as seat-belt tensioners are increasingly recognised as essential for mitigating the effects of collisions. Air bag technology has changed from being an extra item on expensive cars to a standard item on everyday cars, and the number of such devices per car has increased significantly. Whereas a single air-bag utilised a simple inertial sensor to trigger its actuation, multiple air-bag systems, as shown in Figure 6.1, use a dedicated controller to coordinate the most appropriate response in a crash.

**Security**

The majority of cars are now fitted with an integrated access and security system that includes remote central locking together with alarm and engine
immobilisation in the event of unauthorised entry. A common facility is ‘keyless entry’ whereby Bluetooth technology is used to identify an approaching owner. Increasingly, cars are also being fitted with hidden GPS-based tracking devices to locate the vehicle in the event of theft.

Fig. 6.1 An airbag system

**Comfort, Communications and Entertainment**

These are the areas where car users are most aware of the impact of mechatronic systems. Climate control senses the internal temperature and adjusts heater, air conditioning and fan levels to maintain desired preset conditions. The driver’s seat position is remembered and automatically adjusted to suit a new driver based on data stored in the car keys. The volume of the radio increases to compensate for increased road noise as the vehicle accelerates. Telephone calls can be voice activated and the entertainment system detects incoming phone calls and mutes the music accordingly.

**Driver Aids and Information**

The driver is increasingly supported by many advice and guidance systems. Lights and wipers contain sensors that switch them on and off to suit the weather and road conditions. Warning and advice are provided on such matters as frost on the road, coolant level and service interval. Parking sensors provide drivers with an audible warning to prevent a collision during reversing. A trip computer gives information on fuel consumption and average speed, and cruise-control monitors vehicle speed and sends commands to the engine management system to maintain a desired speed under varying road conditions. GPS navigation systems communicate with satellites and provide the driver with detailed navigation instructions, congestion, and accident black-spot warnings. When an air bag is deployed, an automated call can be placed to an emergency processing centre and a conversation with the driver initiated so that emergency vehicles can be despatched as appropriate.
**Drive-by-wire**

Many modern aircraft have now made the transition to “fly-by-wire” which involves the replacement of mechanical linkages to the control flaps by electronic signals generated by multiple computers. Cars have already started to move in this direction with electrical power steering, parking brakes, communications buses and wire-controlled throttles. The trend is expected to continue, however, there are clear safety concerns over removing the physical links to such items as the main brakes. An extension of this concept, the ‘smart wheel’ as developed by Siemens, is shown in Figure 6.2. [4].

![Fig. 6.2 Siemens eCorner ‘smart wheels’ future concept. The hub motor (2) is located inside the wheel rim (1) and the electronic wedge brake (3) uses pads driven by electric motors. An active suspension (4) and electronic steering (5) replace conventional hydraulic systems](image)

### 6.1.2 Drivers for Change

It is interesting to consider why, after a hundred years of car production, the mechatronic revolution took hold in the way that it did. It is possible to identify a series of powerful drivers that coincided at that time:

**Reliability**

It is generally accepted that the modern motor car is now more reliable than ever before. This is partly due to pressure from the car-buying public and competition between manufacturers. However, a key enabling technology is the widespread adoption of electronic ignition and fuel injection. By far, the majority of problems associated with poor starting or bad running were related to the mechanical wear
of components in the ignition and fuel delivery systems. Modern electronic engine management systems largely cured these problems.

**Economy and Performance**

It was traditionally recognised that a car’s engine can be optimised for either economy in terms of fuel consumption or performance in terms of power output. The standard approach for increasing performance was to increase the flow of air/fuel mixture through the engine by means of larger and multiple carburettors which invariably had a deleterious effect on fuel consumption.

Paradoxically, the first commercial adoption of electronic fuel injection was on high performance ‘GTI’ models where the main emphasis was on further increases in power. However, it was quickly realised that the much enhanced control over the fuel/air mixture that electronic fuel injection afforded could also be exploited for significant benefits in economy. More recently, this technology has enabled a major transformation in both the economy and performance of diesel engines.

**Security**

Pressure from insurance companies and the police led to a demand for significant improvements in vehicle alarm and immobilisation systems.

**Environmental Protection**

Once it became clear that there was a valid technical solution, legislation was introduced by governments to reduce harmful emissions from vehicles. Apart from the complete abolition of lead additives in petrol, the main emphasis was on the reduction of carbon monoxide from exhaust gases.

Exemptions were introduced for older vehicles because traditional mechanical carburettor systems are not capable of delivering the low levels demanded by the legislation. Thus, manufacturers were forced to move to mechatronic engine management.

**Safety**

Customer demand for increased passenger safety led to the widespread adoption of stability enhancing technologies such as ABS brakes and traction control as well as measures to mitigate the effects of a collision such as air bags and seat belt tensioners.

**Enhanced Functionality**

Mechatronics has provided manufacturers with the ability to offer enhanced functionality across many aspects of the motor car. Manufacturers have used this opportunity to distinguish basic models from top-of-the-range models and to
generate additional income from the provision of factory-fitted extras. As specific systems have become more cost effective, competition between manufacturers has been an important driver in moving enhanced features down the model range.

### 6.2 Engine Basics

Before considering three automotive mechatronic systems in detail, it is necessary to understand the basic operation of the internal combustion engine. The rotating crankshaft at the bottom of the engine is connected to the piston and causes it to rise and fall in the cylinder. The valves at the top of the engine open and close at appropriate times in order to admit fuel to the cylinder and to allow burnt exhaust gasses to be expelled. The most common car engine uses the four-stroke Otto cycle [5].

![Fig. 6.3 The four-stroke Otto cycle, (a) induction stroke, (b) compression stroke, (c) power stroke, and (d) exhaust stroke](image)

The cycle starts with the **induction stroke** of Figure 6.3 (a). With the piston moving downwards in the cylinder, the inlet valve opens and the air/petrol mixture is sucked into the cylinder. When the piston is at the bottom, the inlet valve closes.

The piston then starts to move upwards, compressing the fuel mixture to about a tenth of its original volume. This is the **compression stroke** of Figure 6.3 (b). When the piston is close to the top, the spark plug ignites the fuel, causing combustion and the expanding gasses to drive the piston downwards in the **power stroke** as shown in Figure 6.3 (c). The final stage is the **exhaust cycle** of Figure 6.3 (d). The piston rises again and the exhaust valve opens to allow the burnt gases to escape. The cycle then repeats. Thus, the crankshaft makes two revolutions in each cycle.

The four-stroke engine can have from one to twelve cylinders, though the commonest number for passenger cars is four.
It can be concluded from the above that three key system requirements are:

1. The spark plug ignition must be precisely timed in relation to the movement of the piston. Sparking normally occurs just before the piston reaches the top (said to be advanced), though the precise position varies with fuel type.
2. The ratio of air/petrol fuel mixture must be carefully controlled. The ‘ideal’ mixture is known as the stochiometric ratio and is 14.68 parts of air to one part of fuel by weight. A slightly lower ratio (12.6:1) is known to give maximum power and a higher ratio (15.4:1) is best for economy [6].
3. The valves must open and close at exactly the right stage of the cycle. This is one element of the system that is still under purely mechanical actuation (a camshaft driven by a belt or chain from the crankshaft). However, electronic valve control is an active research area and promises even more benefits in terms of economy and performance in future vehicles.

6.3 The Mechanical Solution for Ignition Timing and Fuel Delivery

6.3.1 Traditional Mechanical Ignition Timing

The main component in traditional mechanical ignition timing is the distributor of Figure 6.4 (a) [7]. The purpose of the distributor is to trigger a release of high voltage electricity from the coil and distribute it to the appropriate spark plug. The triggering is performed by the contact breaker or points shown in Figure 6.4 (b). An upper central shaft in the distributor is turned by a lower shaft connected to the engine which causes a multi-sided cam to revolve inside the body of the distributor. The cam separates the circuit breaker each time a spark is required. The rotor-arm on top of the rotating shaft then makes contact with the appropriate plug lead terminal to send the high voltage to the appropriate spark plug. The condenser (or capacitor) is present to prevent the initial spark jumping across the contact breaker gap and eroding the contact breaker surfaces.
The initial ignition timing is set by rotating the body of the distributor around the central shaft so that the cams break the points at the correct time. However, for maximum efficiency and performance, the spark plug needs to fire increasingly in advance of the piston reaching the top of the cylinder (Top Dead Centre or TDC) as the engine speeds up. This is achieved by the incorporation of centrifugal weights that vary the angular relationship between the upper and lower shafts. The aim is for the spark plug to fire so as to give the relatively slow combustion process enough time to develop maximum pressure just as the piston is starting to descend. If the spark timing is too early, there is the danger that the maximum cylinder pressure is developed whilst the piston is still rising. This produces huge stresses in the engine and is known as knocking. Paradoxically higher octane fuels burn slower and so the ignition timing needs to be more advanced to allow more time for combustion. The danger however is that if the owner fills-up with lower octane fuel, there is the likelihood of knocking.

Yet another refinement is the vacuum advance. At idle, when little air/fuel mixture is available to the engine, the inlet manifold will be at negative pressure. This is used via a diaphragm to slightly rotate the plate that supports the contact breaker points to again advance the spark.

As previously stated, many reliability problems with cars originated with the ignition system. The contact breaker points in particular are subject to both wear and the accumulation of dirt. They require routine replacement and adjustment to keep the engine running smoothly and efficiently.

### 6.3.2 Fuel Delivery – the Carburettor

The carburettor was invented in 1895 by Karl Benz and was still in use a hundred years later. Its basic function is to deliver the optimum mix of air and petrol to the
cylinder prior to combustion. Referring to Figure 6.5, the basic operating principle is as follows [8]:

1. When a piston descends in the cylinder of an engine in the induction cycle, the inlet valve is open. This sucks in a volume of air/fuel mixture roughly equal to the displaced volume of the cylinder.

2. This action pulls in air through a filter and into the body of the carburettor. This is in the form of a Venturi tube in order to accelerate (and hence reduce the pressure) of the incoming air. The tube also contains a butterfly valve and a fuel jet. The butterfly valve, which determines the volume of the air flow, is connected to the accelerator pedal and is the means by which the driver controls the output of the engine and hence the speed of the car.

3. As the air flows past the jet at reduced pressure, it draws in fuel which divides into a spray of small droplets and mixes with the air (an aerosol)\(^2\). The fuel is supplied from a reservoir built into the body of the carburettor, the level of which is controlled by a float.

In the simplest form of carburettor, the proportions of the air/fuel mixture are determined by the jet diameter and its position in the air flow. This works reasonably well for steady power output at high engine speeds, though there are problems at other times:

- When the engine is cold the mixture needs to be much richer in order to get the engine to start.
- When the engine is ticking over at low speed, the air flow through the venture is not sufficient to produce adequate fuel flow.
- During sudden acceleration of the car, the air can gain speed quicker than the heavier fuel producing a lean mix when a rich one is required.

Over time, the mechanical complexity of carburettors was increased in order to address these problems and to attempt to produce an optimum mix for all conditions. One such refinement is the variable choke carburettor where a damped

---

\(^2\) The same principle as is used in a scent spray
piston rises and falls in the Venturi tube in an attempt to keep the speed of air flow across the jet constant [9]. At the same time, a tapered needle connected to the piston moves in and out of the jet, altering its effective diameter. In addition, some carburettors use a pump to boost fuel flow during rapid acceleration.

The problem of cold starting was resolved by means of a **choke** which simultaneously reduces air flow and increases fuel flow. For many years, these were hand operated, but eventually became automatic based on some kind of temperature sensor.

It is clear that the carburettor evolved to become a relatively complex and expensive piece of precision mechanical engineering. However, even in its most advanced form, it could not deliver the precision of fuel metering required to meet the demands of the modern car engine. This is also the case for a new carburettor. Older carburettors, where the needles and jets have been subjected to wear or poor adjustment, present even greater problems. Only an electronic fuel injection system can consistently deliver adequate fuel control in terms of performance, economy and environmental emissions.

### 6.4 The Mechatronic Solution to Engine Management

The first component to be replaced by mechatronics was the troublesome contact breaker points. From the 1970s onwards, these were replaced by a non-contact sensor inside the distributor that consisted of a rotating toothed armature (one tooth for each cylinder) that induces a signal from an electromagnetic transponder each time a tooth passes in front of it [7]. This signal was then sent to an electronic ignition control unit that triggered the firing of the coil and hence the spark. This simple innovation produced a stronger and more reliable spark and removed the need for the replacement and maintenance of points. At this stage, the mechanical centrifugal and vacuum advance systems remained.

The real revolution came in the mid-1980s when advances in electronic fuel injection and microprocessor technology enabled complete control over both ignition and fuel delivery to be contained within a single **Engine Control Unit** (ECU). This allows for a much clearer separation between sensing, processing and actuation in accordance with mechatronic principles. Both the distributor and the carburettor have now become redundant [6, 10].

#### 6.4.1 Sensors

**Crankshaft and camshaft sensors** generally consist of toothed wheel armatures passing an electromagnetic Hall Effect sensor. By counting the pulses, the ECU can evaluate firstly engine speed in rpm, and secondly, the actual current position of the pistons and the stage in the four-stroke cycle. The armatures generally
contain a missing tooth so that the ECU can identify this and synchronise with a specific piston position. Because the crankshaft rotates twice within each four-stroke cycle and it is important for the ECU to know the current stage of the cycle, some indication is also required from the camshaft as to which spark plug is about to fire.

A **knock sensor** is essentially a microphone fitted to part of the engine block to listen for the distinctive sound of engine knocking, indicating that the spark is too far advanced. The microphone is associated with a bandpass filter to identify the relevant knocking frequencies and inform the ECU.

A **Lambda or oxygen sensor** is placed in the exhaust system to measure any unburnt oxygen in the waste gasses. They are primarily used to control the air/fuel mix ratio as richer fuel mixes tend to burn quicker, requiring less ignition advance. A lambda sensor contains a ceramic layer which produces a current in the presence of excess oxygen. This current can then be detected by the ECU. They only work effectively when hot, and hence the ECU may be told to ignore the output when the exhaust system is cold. In order to reduce the waiting time, some sensors are fitted with heaters and are known as **Heated Exhaust Gas Oxygen sensors** or HEGOs.

A **throttle position sensor** is a simple rotary potentiometer usually connected to the end of the butterfly valve in the air induction system. Knowing the degree to which the valve is open gives the ECU a good indication of the driver’s intentions. By looking at direction of movement and rates of change of the valve, the ECU can determine if the vehicle is accelerating, decelerating or cruising; all of which influence ignition timing and fuel ratio.

The **mass air flow sensor (MAF)** is contained in the air induction system and provides information on the mass of air entering the engine which is obviously key to determining the appropriate amount of fuel to inject. The sensor consists of a heated wire element that is maintained at constant temperature in the varying air flow. The current required to maintain this temperature is directly proportional to the mass of air flowing.

Earlier sensors measured **volume** of flow, but as the density of air reduces with temperature, additional temperature information was required to calculate the mass of air with sufficient accuracy.

A **water temperature sensor** allows the ECU to detect a cold start and hence enrich the fuel. The normal fuel mixture is then adopted when the temperature reaches a pre-set value.

### 6.4.2 Actuators

Ignition coils still provide the high voltage for the spark plugs, but in the absence of a distributor, modern systems often use individual coils for each plug or pair of plugs. The triggering signal comes directly from the ECU.
Fuel Injectors add a spray of fuel through a nozzle to the incoming air flow in order to achieve the appropriate air/fuel mix ratio. Current practice is to use one injector per cylinder, all of which are fed by a constant-pressure fuel line. Variation in the amount of fuel added is determined by very precise control over the time that the injector valve is opened on each induction cycle. The opening of the valve is affected by a signal from the ECU that powers a solenoid within the injector. Closure is by means of a return spring and the fuel line pressure.

6.4.3 Processing

The ECU generally takes the form of a module such as that of Figure 6.6 within the engine compartment. The module contains:

- all the electronics for receiving and conditioning the signals from the sensors;
- a powerful processor for interpreting the signals and determining the outputs;
- output circuits and amplifiers for driving the ignition coils and fuel injectors.

In addition, the ECU will contain a fault memory that can be read when the vehicle is serviced. The essence of determining the most appropriate system outputs is the reading of values from look-up tables or maps such as that of Table 6.1.

Fig. 6.6 A typical ‘black box’ Engine Control Unit (ECU) module
### Table 6.1 A portion of the fuel map for a high-revving motorcycle engine

<table>
<thead>
<tr>
<th>RPM</th>
<th>0.00</th>
<th>4.00</th>
<th>7.00</th>
<th>11.00</th>
<th>16.00</th>
<th>22.00</th>
<th>29.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>3.06</td>
<td>3.65</td>
<td>3.65</td>
<td>4.64</td>
<td>4.80</td>
<td>5.00</td>
<td>5.14</td>
</tr>
<tr>
<td>1000</td>
<td>2.08</td>
<td>2.78</td>
<td>3.34</td>
<td>3.34</td>
<td>4.45</td>
<td>4.85</td>
<td>5.12</td>
</tr>
<tr>
<td>2000</td>
<td>2.07</td>
<td>2.78</td>
<td>3.34</td>
<td>3.34</td>
<td>4.45</td>
<td>4.85</td>
<td>5.12</td>
</tr>
<tr>
<td>3000</td>
<td>1.85</td>
<td>2.78</td>
<td>3.34</td>
<td>3.34</td>
<td>4.45</td>
<td>4.85</td>
<td>5.12</td>
</tr>
<tr>
<td>4000</td>
<td>1.75</td>
<td>2.62</td>
<td>3.15</td>
<td>3.15</td>
<td>4.20</td>
<td>4.58</td>
<td>4.83</td>
</tr>
<tr>
<td>4500</td>
<td>1.75</td>
<td>2.62</td>
<td>3.15</td>
<td>3.20</td>
<td>4.25</td>
<td>4.71</td>
<td>5.05</td>
</tr>
<tr>
<td>5000</td>
<td>1.75</td>
<td>2.62</td>
<td>2.60</td>
<td>2.97</td>
<td>4.04</td>
<td>4.43</td>
<td>4.73</td>
</tr>
<tr>
<td>6000</td>
<td>1.72</td>
<td>2.57</td>
<td>2.11</td>
<td>2.64</td>
<td>3.33</td>
<td>3.77</td>
<td>4.14</td>
</tr>
<tr>
<td>6500</td>
<td>1.63</td>
<td>2.44</td>
<td>2.31</td>
<td>2.64</td>
<td>3.41</td>
<td>3.80</td>
<td>4.11</td>
</tr>
<tr>
<td>7000</td>
<td>1.61</td>
<td>2.42</td>
<td>2.59</td>
<td>2.76</td>
<td>3.62</td>
<td>4.00</td>
<td>4.27</td>
</tr>
<tr>
<td>7500</td>
<td>1.60</td>
<td>2.40</td>
<td>2.72</td>
<td>2.43</td>
<td>3.37</td>
<td>3.80</td>
<td>4.15</td>
</tr>
<tr>
<td>8000</td>
<td>1.58</td>
<td>1.90</td>
<td>1.90</td>
<td>2.09</td>
<td>3.13</td>
<td>3.61</td>
<td>4.03</td>
</tr>
<tr>
<td>9500</td>
<td>4.67</td>
<td>5.08</td>
<td>5.21</td>
<td>5.26</td>
<td>5.10</td>
<td>5.32</td>
<td>5.19</td>
</tr>
<tr>
<td>10000</td>
<td>4.67</td>
<td>5.08</td>
<td>5.27</td>
<td>5.33</td>
<td>5.29</td>
<td>5.45</td>
<td>5.19</td>
</tr>
</tbody>
</table>

Injector opening time (µs)

Aftermarket ECUs that are reprogrammable are available for car developers and in this case, the engine maps will be stored on a separate EPROM chip within the ECU. Such ECUs are provided with software that can be used in conjunction with a laptop to tune the engine while running. The basic tables are the ignition map and the fuel map. In both cases, one axis of the map represents the speed of the engine (rpm) and the other some indication of engine load. Table 6.1 shows an example of the fuel map for a motorcycle engine. In this case, the vertical axis is rpm and the horizontal axis represents the percentage of throttle opening. The figures in the cells indicate the time in microseconds that the injector should remain open for.

The data in the above table is often represented as a 3D surface, as shown in Figure 6.7, which is clearly the origin of the term engine ‘map’. Figure 6.8 then shows a typical architecture for an engine management system. At the heart is a powerful processor such as the Motorola MPC 500 32-bit chip [11].
Fig. 6.7 3D surface fuel map

Fig. 6.8 Engine management system architecture
6.5 Anti-lock Braking System (ABS)

Anti-lock Braking Systems (ABS) are sometimes called *anti-skid* brakes. The systems use mechatronic technology to individually control the four brakes on a vehicle, which would clearly be impossible for a human driver. The main purpose is to control the stability of a vehicle and maintain steering response either during very hard emergency braking or for normal braking under wet or icy conditions. The braking distance required to bring a vehicle to a stop can also be reduced, but this is really a secondary bonus effect of the system.

The ABS employs a mechatronic system comprised of wheel speed sensors, electro-hydraulic valves and a central processing unit. The system constantly monitors the rotational speed of all four wheels and when it detects one wheel slowing down faster than all the others, it reduces the braking force at that wheel by blocking or even reversing the flow of hydraulic fluid to the wheel. It is thus a system which if it malfunctioned, is capable of immobilising the entire brake system of the vehicle. For this reason, it must clearly be regarded as safety critical.

6.5.1 Background to the Theory of Braking [2]

When a vehicle moves at constant speed, the distance moved by the vehicle in one revolution of a wheel is, as expected, equal to the circumference of the wheel. However, when the vehicle is accelerating or braking, this simple relationship does not apply. There is relative movement between the tyre tread and the road surface known as “slip”. When braking, it is known as “brake slip”. Under normal breaking, the amount of brake slip increases linearly as the braking force increases. This is known as the stable region. However, under hard breaking when the brake slip reaches a value of about 20%, the braking force stops increasing and thereafter actually decreases. This is the unstable region.

When a wheel is fully locked (brake slip = 100%), the effective coefficient of friction between the tyre and the road is reduced to about 80% of its maximum value. Wet road conditions exaggerate the effect.

ABS endeavours to keep the slip in the stable region for all wheels at all times. It does this by monitoring the relative speeds of all the wheels and comparing them with an average reference value obtained from diagonally opposite wheels. When it detects a wheel slowing down faster than it should, it momentarily holds or releases the brake pressure on that wheel.

When a wheel enters the unstable region, the peripheral deceleration increases rapidly and this can be detected by the ABS controller. The normal peak coefficient of friction between a modern tyre and the road is about 1.0. This means that a vehicle can decelerate (and accelerate) at a maximum of about 1 g. Of course, if there was no brake slip, the perimeter of the wheel would also decelerate at about 1 g. However, a wheel can lock within only 110 ms. For a car travelling at
60 mph, this represents a deceleration of about 20 g and hence can easily be detected by a fast processor. This is shown in Figure 6.9.

ABS systems achieve the above by means of complex software logic (rules). A typical sequence for dry breaking is described below:

**Phase 1** – The wheel peripheral deceleration moves beyond the defined threshold (–a) and the ABS valve is instructed to “maintain brake pressure”.

**Phase 2** – The wheel perimeter velocity continues to reduce until it falls below a reference value which is based on extrapolation of previous vehicle speed. The valve shifts to “pressure release” mode.

**Phase 3** – The brake pressure drops and the deceleration rate of the wheel also drops until it again rises above the threshold value (–a). The brake pressure is then maintained.

**Phase 4** – The wheel actually starts to accelerate again and eventually reaches a certain threshold (+A).

**Phase 5** – The brake pressure is allowed to increase again until the acceleration again falls below the threshold (+A).

**Phase 6** – The brake pressure is maintained until the acceleration drops to the lower threshold (+a).

**Phase 7** – The wheel is now “underbraked” so the pressure is slowly ramped up until the deceleration drops below (–a).

**Phase 8** – The cycle is repeated from phase 3 until normal breaking is detected.
### 6.5.2 ABS Components

**Hydraulic Control Valves – One for Each Wheel**

These are 3-position valves that employ an electrical solenoid to move between positions. The first position allows fluid to pass between the brake master cylinder and the wheel brake cylinder in the normal way (see Figure 6.10). The second position (50% of maximum current) prevents movement of fluid between the brake master cylinder and the wheel brake cylinder. The third position (maximum current) connects the wheel brake cylinder to the fluid return line and with the aid of a pump, can reduce the brake pressure at the wheel.

![ABS hydraulic components](image)

**Fig. 6.10** ABS hydraulic components [2]

**Wheel Speed Sensors**

The wheel speed sensors consist of an electromagnetic proximity sensor fixed in a stationary position to the wheel hub. The sensor is positioned about 1 mm from a rotating toothed ring which is connected to the moving wheel shaft. Each time a tooth passes the sensor, a signal is sent to the ECU.
The Electronic Control Unit

This is configured as shown in Figure 6.11 and comprises the following major subsystem:

*Input circuit* – conditions the signals from the wheel speed sensors and forwards them to one of two microcontrollers.

*Microcontrollers* – Two identical but separate integrated circuits. Each one connected to two diagonally opposite wheels. They process the wheel speed signals to decide on the appropriate ABS action. Commands are sent to an output circuit.

*Output circuits* – In response to commands from the microcontrollers, two-stage output circuits use power transistors to amplify the signals to provide enough current to energise the solenoids on the hydraulic valves.

![Fig. 6.11 ABS control unit](image-url)
6.5.3 ABS Diagnostics

Partly because of the safety critical nature of ABS, the system contains extensive diagnostic functionality which operates at several stages of the vehicles operation:

- When first switching on the car ignition, the ABS controller will send signals to the four three-way valves and the wheel speed sensors. By monitoring the current consumed, the controller will be able to predict whether the hydraulic valve spools have stuck or if either a short or an open circuit exists in a component.
- In general, if a defect is discovered, the ABS system will be disabled and a warning light will be illuminated on the dashboard.
- When first pulling away, the output from the four wheel speed sensors is monitored and a reasonableness check applied.
- All defects and spurious behaviours are recorded in a fault memory within the controller for downloading when the vehicle is serviced.

6.6 Conclusions

Consideration was given to three automotive mechatronic systems. The first two, electronic ignition and electronic fuel injection, are integrated within the engine management system. They provide examples of how the superior performance of mechatronics displaced traditional (and relatively unreliable) electrical and mechanical systems. The third, the anti-lock braking system (ABS), is an example of mechatronics offering a new opportunity to improve the controllability and hence safety of vehicles. This is typical of the mechatronic process. It first supplants traditional technologies and then offers vastly increased functionality because of the flexibility afforded by software control.
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7.1 Introduction

This chapter details the development of a novel, multi-mode operation marine robotics vehicle designed using mechatronic principles for operational flexibility in high-resolution near-seabed surveys from shallow inshore waters out to the continental shelf edge. The vehicle can be operated in surface-tow mode or as a thrusted pontoon. With the buoyancy module released, the vehicle becomes neutrally buoyant and is operated as a survey class remotely operated vehicle (ROV) depth rated to 1,000 m.

Special features of the system include:

- deployment interoperability for small inshore boats and larger research vessel;
- fault tolerant thruster control;
- novel high frequency short range sonar;
- onboard computer control enabling real-time disturbance reaction;
- topside augmented reality system support.

The background which motivated the vehicle development is presented, including the parallel development of vehicle models and simulations with concurrent physical vehicle design construction and testing. The associated development of the virtual reality/augmented reality instantiation in tandem with the physical vehicle design and construction has had many benefits for the overall system design, optimisation, flexibility and robustness.

Based on the experience gained in previous projects, the challenges met, the solutions developed and the inherently high costs associated with marine technology and offshore operations [1–4], work started on the design and development of a flexible multi-mode of operation survey class thrusted pontoon/ROV as part of the MPPT Ring project [5]. This is aimed at developing multi-purpose platform technologies for subsea operations, which will in turn serve as a generic solution in addressing the following challenges:

- easy integration of survey equipment, efficient planning and mission simulation;
- training of ROV pilots;
- fault-tolerant control of ROVs;
- enhanced operator environment and survey tools during mission execution;
- offline analysis of acquired data.

The MPPT Ring (see Figure 7.1) is implemented as a hardware/software platform and web service to enable product demonstration both offline (e.g., in a lab or trade show) and online (for run-time survey application).

This duality of operations opens new frontiers for the applications of modern control, modelling and simulation tools in marine technology development. It provides a framework for researchers to develop, implement and test advanced control algorithms in a simulated virtual environment under conditions very similar to the real-world environment. Recent advances in computer technology
have made it possible to perform data acquisition, processing, analysis and visualisation with high speeds previously considered infeasible. A review of activities in the field of hardware-in-the-loop simulators is given in Ridao et al. [6].

![Fig. 7.1 MPPT Ring](image)

### 7.2 MPPT Ring System Overview

#### 7.2.1 Main Features

The main features of the MPPT Ring are:

- signal-level compatibility between simulated and real-world environments;
- 3D real-time visualisation of navigation data;
- real-time vessel and sonar simulators;
- advanced, flexible fault-tolerant control system with autotuning capabilities;
- open architecture for rapid control prototyping and hardware-in-the-loop development;
- set of aiding tools for ROV pilot;
- survey planning and operation tool.
Other system properties are highlighted in the following:

**System Integration**
- Check connection and make system integration before mission execution.
- Detect and resolve problems in advance.
- Find optimal positions for onboard equipment.
- Make fast connection with ship and ROV resources and save costly ship time.

**Planning**
- Build complex underwater scenarios using an expandable database of objects (ROV and ship models), structures and custom components (moorings, buoys, etc.).
- Prepare mission plan, including routes, trajectories and way points.
- Generate marketing “proof of concept” visualisations.

**Simulation**
- Simulate run-time behaviour in normal and critical situations under disturbances (waves, currents, umbilical effect) using full 6 DOF real-time simulators.
- Develop and test advanced fault-tolerant control system with autotuning features.
- Use hardware-in-the-loop to evaluate the performance of embedded controllers.
- Simulate system response to different faults (thruster faults, leakage in the wet bottle).

**Training**
- Provide real-feel training without exposing personnel and equipment to hazards while simultaneously saving expensive ship-based training.
- Train pilots to control the vehicle in normal and harsh conditions, including strong currents, waves, thruster faults and system errors with no risk of system damage or loss.
- Provide interaction with dynamic objects using standard input interfaces.

**Fault-tolerant Control**
- Provide optimal and robust vehicle control in the fault-free case, which minimises control energy cost function.
- In faulty cases, detect, isolate and accommodate faults by distributing control energy among operable thrusters and continue missions with minimum loss of performance and manoeuvrability.
• Using a set of aiding tools, allow operators to be more concentrated on other tasks.

**Enhanced Operator Interface and Auto-enhanced Survey Execution**

• Expand existing operator display with real-time 3D VR visualisation.
• Create virtual view points and view the VR scene from different angles.
• Eliminate decision uncertainties due to bad visibility and harsh weather conditions.
• Log run-time data for later replay and analysis.
• Synchronise sonars and ship auto-tracking based on real-time captured digital terrain.

**Offline Analysis**

• Replay the mission looking at the scenario from any angle or viewpoint.
• Use advanced features of real-time simulators and statistical tools to calibrate instruments and improve accuracy of sonar images.
• Determine factors that need to be improved to make future missions even better.

The MPPT Ring thus has three innovative components which can function in a stand-alone mode and/or be used in a fully integrated system. These are:

1. real-time simulator for high-resolution sonar mapping of survey scale environments;
2. integrated ship and ROV operations assessment, planning, and execution tool;
3. offshore operations planning and real-time operation control tool.

**7.2.2 The Virtual Underwater Laboratory**

These developments are supported by the implementation of the Virtual Underwater Laboratory or VUL [7]. This, a crucial component of the MPPT Ring, is a mixed hardware/software augmented reality marine operations support tool designed to resolve the weak points associated with traditional survey mobilisation and operations strategies and to simplify overall system integration.

The VUL uses an open architecture, providing a framework for researchers to develop, implement and test advanced control algorithms in a safe, simulated environment before tests are performed in a real-world environment. The signal-level compatibility between the simulated and real-world environment provides the opportunity for rapid control prototyping and hardware-in-the-loop development techniques to be used in system design.
7.2.3 Architecture and Implementation

Interconnection between the VUL and existing ship and ROV resources, real-world environment is shown in Figure 7.2. In the simulated environment, real-world components from the ship (GPS1, GAPS) and the ROV (PHINS, external sensors, power lines and leak detectors) are replaced with hardware/software simulators, as shown in Figure 7.3. More details about the roles, input/output interface and function of the main hardware VUL components can be found in Omerdic et al. [7].

All simulators are synchronised with real-time. Full 6 DOF vessel dynamic models are implemented, including thruster DC-motor dynamics with non-linearities such as saturation, slew-rate limiter, friction, non-linear propeller load and so forth. Different components of ship and ROV simulators are simulated as parallel loops executed with different speeds depending on the dynamics of components. Payload imaging sonars are simulated remotely on a dedicated PC. The inputs to and outputs from the virtual instruments (simulators) are compatible with corresponding real-world instruments at the signal level. In this way, all communication delays and latencies are present during the control design stage which then provides a framework to support the design of robust control systems in a realistic environment.

All software is implemented in LabVIEW, Matlab and Visual Studio C++. Data (outputs of individual components) are bundled into clusters and transmitted using network-published shared variables based on the National Instruments Publish-Subscribe Protocol (NI-PSP). The NI-PSP protocol uses less network bandwidth and is more efficient than TCP/IP for the given requirements of the NI-PSP protocol. However, unlike the User Datagram Protocol (UDP), the NI-PSP protocol guarantees delivery by implementing an additional layer of functionality on top of the raw UDP structures.

A simulation block diagram including ROV dynamics and kinematics is given in Figure 7.4. If desired, system states can be “contaminated” with sensor noise. Hence, in the simulated environment, two types of navigation data are available: noise-free and noisy data (states). However, only noisy data are available in the real-world environment. Real-time access to noise-free and noisy data in simulation mode provides tools to investigate the influence of sensor error measurements on the performance of the overall control system and to assess the quality of side-scan and multibeam imagery [8, 9].
Fig. 7.2 VUL in real-world environment

Fig. 7.3 VUL in simulated environment
**Table 7.1** Implemented serial output protocols

<table>
<thead>
<tr>
<th>ASCII output protocols</th>
<th>Binary output protocols</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyrocompass</td>
<td>DORADO OUT</td>
</tr>
<tr>
<td>Gyrocompass II</td>
<td>Simrad EM</td>
</tr>
<tr>
<td>HYDROGRAPHY</td>
<td>Navigation Short</td>
</tr>
<tr>
<td>INDYN</td>
<td>Control</td>
</tr>
<tr>
<td>OCTANS Standard</td>
<td></td>
</tr>
<tr>
<td>PHINS Standard</td>
<td></td>
</tr>
<tr>
<td>POSIDINIA 6000</td>
<td></td>
</tr>
</tbody>
</table>

A serial output interface is used to transform noise-free and noisy states into INS-compatible messages which are sent through available communications ports. Currently, seven ASCII and four binary output protocols have been implemented, as indicated in Table 7.1.

### 7.2.4 Imaging Sonar Simulator

While mathematical models to simulate the pertinent physical processes governing subsea acoustic imaging have existed for decades, to date, no instance of a PC based real-time sonar simulator has appeared commercially [10]. This is a direct result of the limited computational capacity of PC technology combined with both the massive scale of the oceanographic databases required to initialise and evaluate meaningful mission scenarios and the numerically intensive nature of acoustic simulation models. Capable of processing only a minute fraction of the acoustic transmission-reception cycle in real-time, an hour of simulation time may typically translate to one minute of real-time using current state-of-the-art acoustic...
simulation technology [10]. Consequently, existing sonar simulation models operate in simple idealised environments and do not address the complexity of the environmental model or they operate offline.

Both instances represent significant drawbacks for the end user as the key issue with marine systems modelling and simulation is the capability to rapidly and exhaustively test the effectiveness of proposed methodologies in a realistic model of the underwater operating environment. For cost-effective sonar research, education, and offshore training applications, the ideal solution is a single integrated model with the requisite resolution and fidelity to accurately perform real-world representative simulation in real-time on commercial-off-the-shelf PC technology. Synthetic side-scan sonar imagery generated by simulator is shown in Figure 7.5.

![Synthetic side-scan sonar imagery generated by simulator](image)

**Fig. 7.5** Synthetic side-scan sonar imagery generated by simulator

### 7.2.5 Laboratory Configuration

The laboratory interconnection of the VUL components is shown in Figure 7.6. Two VUL applications run in parallel on the control PC. The first is the Graphical User Interface (GUI) of Figure 7.7 for an ROV pilot using a joystick, keyboard and mouse for interaction with the GUI. The second is the Virtual Reality display of Figure 7.8, used to visualise a VR scene in real-time, using measurements from virtual sensors (simulation environment) or real sensors (real-world environment). Figure 7.9 displays a part of the main screen of the ROV simulator. A part of the PC104 display is shown in Figure 7.10. This display is not available in the real-world environment. However, the PC104 can be accessed and remotely administered from the Control PC through the network using the remote administrator.

---

2 Ship, ROV, ocean surface, seabed and so forth
7.3 University of Limerick (UL) Thrusted Pontoon/ROV

7.3.1 Base Vehicle

The Thrusted Pontoon/ROV is a multi-mode of operation vehicle. It can be operated on the surface (Figure 7.11) as a survey platform either towed (by an extra towing cable) or thrusted by 4 horizontal thrusters to allow surge, sway and
yaw which is useful in confined spaces or near hazards where a boat and tow cannot operate. It can also be operated as an ROV (Figure 7.12). In these various modes of operation, it is used in conjunction with an umbilical and associated winch; the umbilical carrying vehicle power, control and data from sensors and instruments.

![Figure 7.11 Model (a) and real vehicle (b) with surface operation buoyancy configuration – positively buoyant](image1)

![Figure 7.12 Model (a) and real vehicle (b) with ROV operation buoyancy configuration – neutrally or marginally positive buoyancy](image2)

In the surface-tow or surface thrusted modes of operation, overall vehicle buoyancy is maintained strongly positive by 8 buoyancy modules mounted on the pontoon upper frame. While in surface-tow mode, a “Quick Release” arrangement allows the two top most buoyancy modules to be detached from the vehicle, reducing overall vehicle buoyancy to neutral or slightly positive. The vehicle can then be operated in ROV mode for submerged survey with control in six degrees of freedom (surge, sway, yaw, heave, pitch and roll). The syntactic foam buoyancy modules are depth rated to 1,000m, while all the other components have...
integrated on the vehicle including payload sensors are depth rated beyond 2,000m.

The vehicle is designed and constructed in modules. This is for ease of handling in inshore surveys on small boats with small crews and each component in this modular design (buoyancy modules, upper frame, lower tool skid, etc.) is kept to a two man dry weight lift. The upper frame mounts eight thrusters – four horizontal and four vertical. The lower tool skid frame carries the payload sensors.

7.3.2 High-resolution Imaging Tool Skid

The sensor systems integrated on the survey tool skid include: black and white and colour video cameras, Reson 7125 multibeam sonar, Tritech side-scan sonar and an ixSea fibre gyro-based navigation system with Kalman filter and aiding sensors (RDI DVL, Digiquartz pressure depth sensor). When deployed off research vessels in deep operations, a transponder for USBL acoustic positioning is also integrated on the vehicle to give the best possible navigation/positioning up to target depths of 1,000 m. The multibeam and side-scan sonar pings are controlled centrally to avoid the instruments’ transmission reception cycles interfering with each other [11].

7.3.3 Onboard Electronics and Computer Control

Electronics and controllers (two PC104 controllers and National Instruments Compact RIO system) are included within wet bottles on the vehicle rather than on the topside. This facilitates real-time control loop operation without the latency of the communications channel/network to the surface. All parameters are monitored topside and command level instructions communicated to the onboard controllers.

Another advantage of this onboard controller setup is that it facilitates autonomous vehicle development experimentation for near-intervention scenarios without the risk of loosing expensive AUV systems. AUV development testing can thus be performed on the vehicle while tethered and operations can be monitored from the surface.

Electronics, controls and sensor systems are integrated across four computer networks for reasons of separation of the time critical control functionality, payload sensor system control and data logging and high bandwidth imaging sonar requirements. These networks are as follows:

Net1 – Reson Multibeam Network (Bespoke). The 7125 multibeam system as supplied calls for a dedicated network to provide deterministic latency for fusion of sonar imagery and motion reference data.
Net2 – Control and Navigation Network (100BaseT): Devices on this network include National Instruments Compact RIO system for low-level control and I/O interface with devices (leak detectors, cameras and actuators), National Instruments Compact Vision system and a PC-104 for control.

Net3 – Survey Network (1000BaseT): Devices on this network include: PC-104 for sensors (video and sonars); 8 x serial I/O channels; 4 x video channels for ROV composite/HD cameras.

Net4 – Video Network Option: 4 x video channels for extra science payload camera expansion.

7.3.4 Fault Tolerant Thruster Control

A hybrid control allocation approach [12] is implemented inside the Control Allocation Express VI (Figure 7.13). In the fault-free case, optimal control allocation is guaranteed for all possible command inputs since the hybrid approach for control allocation finds the exact solution on the entire attainable command set. This solution is optimal in that it minimises a control energy cost function, the most suitable criteria for underwater applications.

In fault situations, the fault diagnosis part of the system immediately detects and isolates any fault in a thruster using fault detection units and delivers knowledge about faults in the form of a fault indicator vector. The fault accommodation part of the system uses this vector to accommodate the fault and eventually switch off the faulty thruster. At the same time, control reallocation is performed by redistribution of control energy among remaining operable thrusters such that the mission can be continued with a minimal loss of control performance. All inputs to the Control Allocation Express VI are normalised to standard intervals. Depending on user-defined settings inside the dialog box, the outputs (actuator settings) can be compensated for non-symmetrical propeller T-curves and adapted (scaled and/or rounded, if necessary) to meet requirements of thruster input interfaces. Degree of usage of each thruster is controlled by sliders HT (VT) Saturation Bounds. The position of these sliders is determined by the ROV pilot or fault diagnosis system depending on the state of thrusters (healthy, partial fault or total fault).
7.3.5 Autotuning of Low-level Controllers

Between successive ROV missions, it is likely that some onboard instruments/sensors/equipment will be added/removed/replaced, leading to changes in the dynamic properties of the ROV (mass, moments of inertia, drag properties, etc.). Controllers optimally tuned for a particular vehicle configuration will not give the optimal performance in the case of a change in configuration.

The autotuning of Low-Level Controllers (LLCs) is an advanced feature of the control system, yielding optimal controller performance regardless of configuration changes. It is recommended that the autotuning is performed at the beginning of a mission. Autotuning algorithms described by Miskovic et al. [13] have been expanded for six DOF controllers. The autotuning process is performed for each LLC (surge, sway, heave, roll, pitch, yaw) separately and in the case of the last four DOFs, involves the following steps:

1. generate self-oscillations;
2. wait for transient stage to be finished;
3. measure amplitude and period of steady-state oscillations;
4. find new values of controller gains using tuning rules.

A novel set of tuning rules for underwater applications has been developed which provides the optimal performance of low-level controllers in the case of
configuration changes and presence of disturbances (waves and ocean currents). Autotuning of the Heave LLC is shown in Figures 7.14 and 7.15. The ROV is oscillating (moving up and down) around a set point of 30 m.

![Fig. 7.14 VR display during heave autotuning](image)

![Fig. 7.15 Autotuning parameters and real-time data monitoring](image)

### 7.3.6 High Frequency Sonar Enabling at Seabed Operation

When operating in near-seabed mode for video camera footage acquisition, DVL and altimeter sonar become unreliable due to the minimum blanking range of the instruments (typically 0.5–1.0 m) and this is at the point of most threat from seabed hazards. To give reliable height off bottom readings in this critical near-seabed zone, special optical fibre whisker sensors [14] and high frequency (1 MHz) wide beam angle (30°) sonar which give range readings down to 2 cm [15] have been developed.
7.3.7 Interchangeable Inshore and Deep Water Winch System

The system has an ROV umbilical winch with a small footprint and weight suitable for deploying the ROV from inshore vessels of opportunity. Depending on survey boat size, the ROV is either towed to site (small boat) or craned in and out of the water (medium sized boat). By design, the inshore winch system can be swapped out with a second deep water ROV winch system and the overall system operation remains unaffected enabling ROV operational flexibility from inshore to the edge of the continental shelf. The winch is of an all-electric design. The umbilical on this winch is specified to include 2x20 A, 250 VDC circuits, 3 x 5 A 220 VAC circuits, and four single-mode optical fibre cores.

Optical fibre passes are unusual on inshore ROV winch systems. However, they are included to enable seamless switching from inshore (winch) operation to deep water (winch) operation. The deep-water ROV umbilical winch allows for deploying the ROV from vessels of opportunity. The winch can accommodate 1,500 m umbilical length.

7.4 System Testing

The integrated payload systems and navigation positioning instruments have all been integrated and operated on previous surveys on ROVs and surface-towed pontoons. The vehicle control systems, low level controllers, fault tolerant control, and instrument controllers have been developed, integrated and tested in the Virtual Underwater Lab, an integral part of the MPPT Ring [16] which facilitates hardware in the loop testing. The systems have further been tested in a test tank at the University of Limerick.

Payload sensor systems are integrated and prepared for marine offshore operations in the test tank which facilitates a full power-on wet test of the integrated systems prior to mobilisation. Testing of the complete integrated system (vehicle and payload sensors) is planned for Foynes Dock on the Shannon estuary prior to trials onboard the vessel Celtic Explorer.

7.5 Conclusions

This chapter presents the concurrent development of the University of Limerick thrusted pontoon/ROV, a novel, multi-mode of operation marine robotics vehicle, and MPPT Ring, a novel development platform featuring easy integration of survey equipment, efficient planning and mission simulation, training of ROV pilots, fault-tolerant control of ROVs, enhanced operator environment and survey tools during mission execution and offline analysis of acquired data. The main
features, architecture and implementation issues are described in a compact way. The MMRRC is building a flexible multi-mode of operation survey vehicle (thrusted pontoon/ROV) for surface and underwater operations based on the technologies and the architecture proposed in this chapter.

The vehicle has been designed with operational flexibility as a key criterion for high-resolution near-seabed survey from shallow and inshore coastal waters out to the continental shelf edge. The vehicle can be operated in surface deployment mode either as a towed platform or as a thrusted pontoon. With the release of buoyancy modules, the vehicle becomes neutrally buoyant and is operated as a survey class ROV depth rated to 1,000 m.

Special features of the system include deployment system interoperability with interchangeable winch and umbilical systems for both small inshore boats and larger research vessel deployment in offshore operations. The vehicle has many other advanced features to allow near-intervention/near-seabed operation, including fault tolerant thruster control, novel high frequency sonar enabling at-seabed operation and onboard electronics and computer control enabling real-time reaction to environmental change/disturbance. The vehicle is also deployed, operated and pilot controlled with a topside augmented reality system, giving a pilot interface benefiting from virtual environment enhancement of the real world operating scenario. The first sea test trials are expected to be performed in Winter 2008.
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Chapter 8
Wireless Communication Technology for Modular Mechatronic Controllers

Glen Bright¹, Nkgatho S. Tlale² and Christopher M. Kumile³

8.1 Introduction

Modular mechatronic systems are comprised of mechatronic subsystems that are functionally complete and can be independently operated. These subsystems can be readily fitted and connected to, or in combination with, additional subsystems [1]. Advantages of the modular mechatronic design of systems include flexibility to changing environmental needs, low cost due to standardisation of the subsystems, interconnect ability and interchangeability of subsystems with each other, and improved system reliability due to modular architecture [2].

Communication technology allows for the systematic integration of mechatronic subsystems in order to achieve a complex integrated mechatronic system which would be difficult to achieve without the use of information technology (IT). Communication technology allows for the remote, real-time control of mechatronic systems, e.g., the use of communication to send control signals from haptic device and feedback signals from a robotic manipulator in robotics-aided surgery where the surgeon and patient are in different locations (e.g., countries).

In Figure 8.1, three different levels of communications are illustrated. The choice of communication technology to be used is dependant on the complexity, size and response time requirements of the tasks to be controlled. It is important to match the time delay of the communication system with the time constant of the system/process being controlled. If the time delays of the communication system are not an issue, high level protocols can be used to control low level system components/subsystems. Generally, high level system tasks can be adequately controlled by use of a high level communication protocol (e.g., ethernet), while

---
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low level system tasks are adequately controlled with a low level communication protocol (e.g., CanBus).

Communication technology in mechatronic systems also allows the achievement of distributed control. However, this results in communication lags due to the distributed architecture. This further introduces problems that are concerned with timing, such as the lag effect associated with zero-order hold (ZOH) and problems with respect to motion control. Problems of time variation can be addressed in control design, e.g., by using robust control so that deviations from nominal timing can be tolerated [3]. This chapter focuses more on the modelling of such systems before the controller is implemented, i.e., the determination of the dynamics of mechatronic systems in order to determine the correct controller reaction time.

![Fig. 8.1 Classification of different mechatronic and communications levels](image)

### 8.2 Modular Mechatronic Controllers

Mechatronic controllers are generally embedded controllers that use some form of model or heuristic rules for the underlying system in order to achieve optimal control of the system by monitoring sensor inputs and adjusting actuator outputs. The physical and software components of a mechatronic controller are then; signal conditioning hardware unit, signal processing software unit, central processing unit (CPU), power electronics unit, communication circuits and communication software unit.

Figure 8.2 shows a multiple-input multiple-output (MIMO) mechatronic system with sensors, controller and actuators controlling a system/process. The system can be described by its state variables \( x(t) \). The actuators outputs, \( u(t) \), are the inputs of the system, while the outputs of the system, \( y(t) \), are the inputs to sensors. A SISO system is comprised of only one sensor and one actuator.
The use of communication technology requires communication nodes at sensors, controllers and actuator nodes. The communication network is used to transmit the information between sensors, controllers and actuators. The transmission of information over a communication network takes some time, which leads to communication lags. In many cases, the communication lags are varying in a random fashion.

Communication lags depend on the configuration of the network and the scheduling policy used. Factors like the network load, priorities of the other ongoing communications, and electrical disturbances affect the communication lags [4]. The communication lag at time interval $k$ can be subdivided into three parts:

- the communication lags between the sensor and the controller, $\tau_{sc}^k$;
- the computational lag in the controller, $\tau_c^k$; and
- the communication lag between the controller and the actuator, $\tau_{ca}^k$.

The control delay, $\tau_k$, can then be defined as the time from when a sensor receives a signal to when it is used in the actuator as the control signal. Thus,

$$\tau_k = \tau_{sc}^k + \tau_c^k + \tau_{ca}^k.$$  \hspace{1cm} (8.1)

The Nyquist theorem states that the controller reaction time must be at least half of the smallest time constant of the system to ensure proper system control [5].

Depending on how the sensors, actuators, and controller nodes are synchronised, several setups can be considered. Event-triggered controllers send information as soon as it is available to the nodes (i.e., sensors and controllers). The information is itself generated by some programmed activity (e.g., the signal
being monitored achieving some specified level). Time-triggered systems transmit the information based on some time model using the clock of the system as reference. The node is able to start its activity at a pre-defined time (e.g., node’s activities can be periodic). By implementing communication technology, a distributed MIMO system can be achieved. Instead of centralising intelligence in one controller, intelligence can be distributed on and between the different sensors and actuators in the system.

Control and processing of data can only be done when data is available at the node. Vacant sampling occurs when data does not arrive at the communication node on time. To limit the level of vacant sampling, the buffers must be longer than the worst case communication lag [6]. Buffering can be used between the sensors, controllers, and actuators. This minimises the variation of the communication lags between the communicating nodes and can be used to produce constant communication lags. The disadvantage of using buffers is that the control delay can become longer than necessary. This can lead to decreased controller performance.

8.3 Communications Technology

Communications technology is used in mechatronic systems to achieve distributed real-time control systems. The choice of the communication technology implemented in a mechatronic system is dependent on the following:

- the spatial distances between the units of the system;
- the amount of information to be transferred via the communication technology (or bandwidth); and
- the response time that is required from the communication technology.

For long distances (> 10 m, level 3 communication), communication protocols such as the Transmission Control Protocol/Internet Protocol (TCP/IP), ProfiBus, DeviceNet, FieldBus, Modbus, etc. are used [7]. These technologies are normally used to connect one mechatronic system to a network of other mechatronic systems. For medium distances (< 10 m, > 1 m, level 2 communications), communication protocols such as the Controller Area Network (CAN), RS232, RS485, RS422, GBIP, etc. are used. These protocols are also used in instrumentation devices.

For short distances (< 1 m, level 1 communication), communication protocols such as CAN, Inter-Integrated Circuit (I²C), Serial Peripheral Interface (SPI), embedded TCP/IP, etc. are used. These protocols are normally used to connect one microprocessor to others.
8.4 Model-based Mechatronic Controllers

The difference between a model-based controller and a knowledge-based controller is that the latter uses rules or heuristics, while the former uses some model of the system in order to achieve control of the system.

For a SISO mechatronic system, let \( x(t) = [x(t_1), x(t_2), \ldots, x(t_n)] \) be a state variable that can be used to fully describe a continuous-time varying system defined by \( f(t) \). This infinite dimension system can then be described by Equation 8.2:

\[
f(t) = g(x(t)).
\]

(8.2)

Let the controlled process be defined by:

\[
x(t) = A x(t) + B u(t) + v(t)
\]

(8.3)

where

- \( A \) is the state constant
- \( B \) is the input constant
- \( u(t) \) describes the input
- \( v(t) \) is white noise with zero mean and has covariance \( R_v \).

The control loop of this mechatronic system can be formulated by sampling. Assuming that the sampling period, \( h \), is constant and greater than the delay from the sensor to the actuator (i.e., \( h > \tau_{sc} + \tau_{ca} \)). Integrating Equation 8.3 over a sampling interval then results in Equation 8.4.

\[
x_{k+1} = \Phi x_k + \Gamma_0(\tau_{sc}^{k}, \tau_{ca}^{k})u_k + \Gamma_1(\tau_{sc}^{k}, \tau_{ca}^{k})u_{k-1} + v_k
\]

(8.4)

where

\[
x_k = x(kh)
\]

\[
\Phi = e^{Ah}
\]

\[
\Gamma_0(\tau_{sc}^{k}, \tau_{ca}^{k}) = B \int_0^{h-\tau_{sc}^{k}} e^{A_s}ds
\]

(8.6)

\[
\Gamma_1(\tau_{sc}^{k}, \tau_{ca}^{k}) = B \int_{h-\tau_{sc}^{k}}^{h} e^{A_s}ds
\]

(8.7)

and a variance of
\[-v_k = R_1 = E[v_k^2] = R_1 \int_0^h (e^{A(h-s)})^2 ds.\]  

(8.8)

This result is the same as those found in [7] and [8]. These are standard results for the sampling of systems with time-delays, where the infinite-dimensional continuous-time system is reformulated to the time-varying, finite-dimensional, discrete-time system. The output equation is then:

\[y_k = Cx_k + w_k\]  

(8.9)

where \(C\) is the output constant and \(w_k\) is a random process of white noise which is uncorrelated to \(v_k\). The mean of \(w_k\) is zero and its co-variance is \(R_w\).

A linear controller for this system can be written as

\[x_{k+1}^c = \Phi^c(\tau_k)x_k^c + \Gamma^c(\tau_k)y_k\]  

(8.10)

\[u_k = C^c(\tau_k)x_k^c + D^c(\tau_k)y_k\]  

(8.11)

where \(\tau_k\) in \(\Phi^c\), \(\Gamma^c\), \(C^c\) and \(D^c\) means that the controller is aware of the network delays completely or partly, i.e., \(\{\tau_0, \tau_1, \ldots, \tau_{k-1}\}\) are known to the controller before \(u_k\) is calculated. This can be achieved by time-stamping of network messages and time synchronisation of the communicating nodes.

Substituting \(u_k\) in \(x_{k+1}\) and \(y_k\) in \(u_k\) and re-arranging, the closed-loop system can be written as

\[z_{k+1} = \Phi(\tau_k)z_k + \Gamma(\tau_k)e_k\]  

(8.12)

where

\[z_k = \begin{bmatrix} x_k \\ x_k^c \\ u_{k-1} \end{bmatrix}\]  

(8.13)

\[\Phi(\tau_k) = \begin{bmatrix} \Phi + \Gamma_0(\tau_k)D^c(\tau_k)C & \Gamma_0(\tau_k)C^c(\tau_k) & \Gamma(\tau_k) \\ \Gamma^c(\tau_k) & \Phi^c(\tau_k) & 0 \\ D^c(\tau_k)C & C^c(\tau_k) & 0 \end{bmatrix}\]  

(8.14)
\[ e_k = \begin{bmatrix} \nu_k \\ w_k \end{bmatrix} \]  

(8.15)

and the variance \( R \) of \( e_k \) is

\[ R = E(e_k, e_k^T) = \begin{bmatrix} R_1 & 0 \\ 0 & R_2 \end{bmatrix} \]  

(8.16)

The form of \( \Phi(\tau_k) \) and \( \Gamma(\tau_k) \) is determined by the process, the communication network, and the controller structure. Here, \( \tau_k \) is a random process uncorrelated with \( \{ e_k \} \) and can be a vector consisting of the delay from sensor to controller, \( \tau_{sc}^k \), as well as the delay from controller to actuator, \( \tau_{ca}^k \). It is assumed that \( \tau_k \) has a known distribution pattern and that \( \tau_k \) is independent from different \( k \). If the sampling period, \( h \), is not constant, this results in sampling interval jitter. Equation 8.4 then becomes:

\[ x_{k+1} = \Phi x_k + \Gamma_0 \left( \begin{array}{c} h_k \\ \tau_{sc}^k \\ \tau_{ca}^k \end{array} \right) u_k + \Gamma_1 \left( \begin{array}{c} h_k \\ \tau_{sc}^k \\ \tau_{ca}^k \end{array} \right) u_{k-1} + \Gamma_v (h_k) \nu_k \]  

(8.17)

For a MIMO system with \( m \) sensors and \( n \) actuators, the system equations are:

\[ x(t) = A x(t) + B u(t) + v(t) \]  

(8.18)

where \( A \) and \( B \) are now matrices.

The longest sensor to controller delay is defined as:

\[ \tau_{sc}^k = \max \left( \tau_{sc1}^k, \tau_{sc2}^k, \ldots, \tau_{scm}^k \right) \]  

(8.19)

and assuming that the old time delays are known to the controller and that that sampling period is greater than the delay from the sensor to actuator; i.e.,

\[ \max \left( \tau_{sc1}^k, \tau_{sc2}^k, \ldots, \tau_{scm}^k \right) + \max \left( \tau_{ca1}^k, \tau_{ca2}^k, \ldots, \tau_{can}^k \right) < h \]  

(8.20)

Equation 8.16 can be sampled into:

\[ x_{k+1} = \Phi x_k + \Gamma_0 \left( \tau_{sc}^k, \tau_{ca1}^k, \ldots, \tau_{can}^k \right) u_k + \Gamma_1 \left( \tau_{sc}^k, \tau_{ca1}^k, \ldots, \tau_{can}^k \right) u_{k-1} + \nu_k \]  

(8.21)

where

\[ x_k = x(kh) \]  

(8.22)
\[ \Phi = e^{\Lambda h} \] (8.23)

\[ \Gamma_0^i \tau_k^{sc} , \tau_k^{cal} , ..., \tau_k^{can} = \left[ \Gamma_0^i \tau_k^{sc} , \tau_k^{cal} \right] \ldots \Gamma_0^i \tau_k^{sc} , \tau_k^{can} \] (8.24)

\[ \Gamma_1^i \tau_k^{sc} , \tau_k^{cal} , ..., \tau_k^{can} = \left[ \Gamma_1^i \tau_k^{sc} , \tau_k^{cal} \right] \ldots \Gamma_1^i \tau_k^{sc} , \tau_k^{can} \] (8.25)

\[ \Gamma_0^i (\tau_k^{sc} , \tau_k^{cal} ) = B \int_{0}^{h - \tau_k^{sc} - \tau_k^{cal}} e^{\Lambda s} ds \] (8.26)

\[ \Gamma_1^i (\tau_k^{sc} , \tau_k^{cal} ) = B \int_{h - \tau_k^{sc} - \tau_k^{cal}}^{h} e^{\Lambda s} ds \] (8.27)

and the variance of state noise

\[ \nu_k = R_i = E [v_k, v_k^T] = \int_{0}^{h} e^{\Lambda (h-s)} R_i e^{\Lambda (h-s)}^T ds \cdot \] (8.28)

The output equation is then:

\[ y_k = C x_k + w_k \cdot \] (8.29)

### 8.5 Wireless Mechatronic Controller for the Camera Platform

In this project, the aim was to replace the tether connection between a camera platform and the operator platform, see Figure 8.3, used in the film industry. The operator platform consisted of two hand-wheels (with their respective encoders) that controlled the roll and the yaw orientations. The joystick was then used to control the pitch orientation. The hand-wheels had adjustable viscous dampers to maintain the feel of a typical hand-wheel for conventional camera platforms. The hand-wheels, joystick and associated electronics were mounted on a separate box (operator side) from the camera platform (camera platform side). The hand-wheels and the joystick were used to determine the direction of turn, positional control, speed and acceleration [9].
After acquiring the signal from the sensors, the servo-controller implemented a PID routine to control the position, velocity and acceleration of the camera platform motors within the required response time. The developed wireless communication system was required to send the position, speed, acceleration and time-stamp information to the camera platform’s servomotor controller. Figure 8.4 shows the data flow through the mechatronic control system.

**8.5.1 Requirements for the Wireless Mechatronic Controller**

Wireless communication was required to transmit the control commands only without the vision information from the camera. The average sight reaction time of trained camera operators of $t_o = 0.2466$ s was used as a benchmark for the minimum response time of the integrated system [10]. The developed hard-wired system was determined to have a satisfactory lag/response time of $t_{sh} = 0.062$ s
For the developed wireless system, $t_s$ must be less than 0.20 s (using a safety factor of 20%) in order to achieve satisfactory control of the camera platform.

The total number of bytes per second required to be handled by the wireless communication system in order to effectively control the camera platform was determined to be 20.00156 Kbytes per 1/60th of a second (i.e., sampling rate of 60 Hz). This included 25% more bytes for address, time-stamping and error-checking the data.

Wireless ethernet implemented at a carrier frequency of 2.4 GHz (or 300 000 Kbytes/sec) and IEEE 802.11 b standard was used on two single board computers (the sender and the receiver) was implemented as a solution. Analysis of network utilisation results in [11]:

$$U = \sum_{i} \frac{C_i}{T_i} = 4.00098 \times 10^{-3}$$  \hspace{1cm} (8.29)

where $i$ is the number of periodic transmissions on the bus, $C_i$ is the transfer time for this message and $T_i$ is the period for sending of message $(i)$.

The utilisation is a measure of how much load there is on the bus. A utilisation of $4.00098 \times 10^{-3}$ indicates the bus load is very low. If the utilisation is greater than 1, the bus has overload. However, in practice, if $T_i$ increases, there is a high network utilisation being experienced.

### 8.6 Modelling of the Camera Platform

In order for the camera operator to control the motion of the camera intuitively, a controller that could combine and resolve the various motions of the camera joint motors into separately controllable hand motions along the world coordinates axes was required. Such a control scheme is termed *resolved motion control*. This means that the several joint motors would run simultaneously at different time-varying rates in order to achieve desired coordinated hand motion along any world coordinate axis. This would enable the camera operator to specify the direction and speed of motion along any arbitrary oriented path for the camera to follow.

A typical camera platform used in the film industry can be described as a three degree of freedom (DOF), spatial revolute manipulator. Using the Denavit-Hartenberg technique, the coordinate axes of the three rotational axis of the camera platform were positioned and the kinematics parameters of the manipulator determined [12]. The homogenous transformation matrix that describes the orientation and position of the camera was determined as:
\[
\text{base} \mathbf{T}_{\text{hand}}(t) = \begin{bmatrix}
    n_x(t) & s_x(t) & a_x(t) & p_x(t) \\
    n_y(t) & s_y(t) & a_y(t) & p_y(t) \\
    n_z(t) & s_z(t) & a_z(t) & p_z(t) \\
    0 & 0 & 0 & 1
\end{bmatrix} = \begin{bmatrix}
    \mathbf{n}(t) & \mathbf{s}(t) & \mathbf{a}(t) & \mathbf{p}(t)
\end{bmatrix}
\]

(8.31)

\[
\text{hand} \mathbf{T}_3 = \begin{bmatrix}
    C_1C_2C_3 - S_1S_3 & C_1C_2S_3 - S_1C_3 & C_1S_2 & C_2C_3(c + a) - dS_1 \\
    S_1C_2C_3 + C_1S_3 & S_1C_2S_3 + C_1S_3 & S_1S_2 & S_1(c_1 + aS_2) + dC_1 \\
    -S_2C_3 & -S_2S_3 & C_1 & -S_2(c + a)
\end{bmatrix}.
\]

(8.32)

Where \( \mathbf{p} \) is the position vector of the camera, \( \mathbf{n}, \mathbf{s}, \mathbf{a} \) are the unit vectors along the principal axes of the coordinate frame describing the orientation of the camera, i.e., orientation of the hand coordinate system.

The non-linear equation that describes the camera platform is then:

\[
x(t) = f(q(t)) = f(\theta_1(t), \theta_2(t), \theta_3(t))
\]

(8.33)

where \( x(t) \) are the world coordinates \((x, y, z, \alpha, \beta, \gamma)\) and \( q(t) \) are the generalised coordinates \((\theta_1, \theta_2, \theta_3)\).

Taking the first derivative of Equation 8.32 then gives:

\[
\frac{dx(t)}{dt} = x(t) = \begin{bmatrix}
    v(t) \\
    \Omega(t)
\end{bmatrix} = \mathbf{N}(q) q(t)
\]

(8.34)

where \( \mathbf{N}(q) \) is the Jacobian matrix with respect to \( q(t) \), i.e., \( N_{ij} = \frac{\partial f_i}{\partial q_j} \).

The acceleration of the camera platform can also be determined to be:

\[
\begin{bmatrix}
    v(t) \\
    \Omega(t)
\end{bmatrix} = \mathbf{N}(q, q(t)) q(t) + \mathbf{N}(q) q(t) \cdot
\]

(8.35)

For redundant manipulators, the inverse \( \mathbf{N}^{-1}(q) \) cannot be determined. It can be found by minimising an error criterion formed by adjoining the previous equation with a Lagrange multiplier to a cost criterion, \( C \):

\[
C = \frac{1}{2} q^T A q + \lambda^T [x - \mathbf{N}(q) q]
\]

(8.36)

where \( \lambda \) is a Lagrange multiplier vector and \( A \) is an \( m \times m \) symmetric, positive definite matrix.
After minimising with respect to $\lambda$, the angular velocities of the joints can be determined to be:

$$q(t) = A^{-1} N^T(q) \left[ N(q)A^{-1} N^T(q) \right]^{-1} x(t).$$  \hfill (8.37)

Elements of the Jacobian matrix were then determined to be:

$$N_1 = \begin{bmatrix} (C_1 + C_2)(c + a) - dS_1 \\ S_1(c C_1 + a S_2) + dC_1 \\ -S_1(c + a) \\ 0 \\ 0 \\ 1 \end{bmatrix}, \quad N_2 = \begin{bmatrix} (C_1 + C_2)(c + a) - dS_1 \\ S_1(c C_1 + a S_2) + dC_1 \\ -S_1(c + a) \\ S_1 \\ C_1 \\ 0 \end{bmatrix} \quad \text{and} \quad (8.38)$$

$$N_3 = \begin{bmatrix} c S_1 S_2^2 + ac S_1 S_2 C_1 \\ c C_1 S_2^2 + ac C_1 C_2 S_2 \\ c S_1 S_2 C_1^2 + c C_1 C_2 S_1 S_2 \\ C_1 C_2 \\ S_1 S_2 \\ -S_2 \end{bmatrix}$$

### 8.7 Results

A test involving round-trip times of different data packets over the wireless communication network was carried out. Round-trip time is the time a data packet takes to be received by the transmitter from the time of transmission, i.e., time from transmitter to receiver and back to transmitter [13]. This test emulates when the time-stamps are used during error checking of the system. This test indicated that the performance of the wireless communication system was inferior to the one shown in Figure 8.5 (a). Figure 8.5 (b) then shows the results of this test.

The results in Figure 8.5 (b) were obtained under ideal conditions. There was a line of sight between the transmitter and the receiver. As soon as the line of sight was lost, the system became unreliable. A response time of 0.72 s for a data packet of 120 Kbytes indicated that the system would not have had a satisfactory performance with data throughput of 160.0125 Kbytes/second as determined in the previous section. In order to improve the system reliability and performance, techniques for reducing the minimum data transfer rate acceptable to optimally control the camera platform had to be used. A mechatronic design of the integrated camera platform was implemented in order to achieve this.
8.7.1 Performance of the System

The total response time of the PID servo-controller and DC servomotor was determined by exciting the system with a ramp input of about 3000 Kbytes/second. This was twice the anticipated input signal as determined previously. Figure 8.6 shows the response times of the system and error. The error increased with increasing input signal. The system exhibited a degree of second order response to a ramp input. It can be seen that the response times were in milliseconds. The maximum response in lag occurred at 140 Kbytes/second and was equal to 25 ms. This was satisfactory for the considered application.

![Graph of Physical Layer Capacity and Round-times](image)

**Fig. 8.5** (a) Physical Layer Capacity of the Belkin Wireless Ethernet [14], and (b) Round-times for data packets of different sizes implementing TCP/IP with line of sight

![Graph of Response Times](image)

**Fig. 8.6** Performance of the wireless mechatronic controller
8.8 Conclusions

The concept of a wireless modular mechatronic system comprising of mechatronic subsystems has been presented. Communication technology has provided a wireless solution to achieve an integrated mechatronic system. Wireless technology has allowed for a remote, real-time control of a mechatronic system. A camera platform was successfully controlled using wireless communication technology. Communication nodes were used to facilitate the transfer of information from the modules/subsystems. The dynamics of the mechatronic control system was determined in order to determine the correct controller reaction time.

The wireless communication technology in the mechatronic controller provided distributed control. Delays of distributed control systems were minimised through the introduction of communication technology. Problems associated with timing, such as lag effect of ZOH and those with respect to motion control were addressed. Problems of time variations were also addressed in the control design by using robust control so that deviations from nominal timing could be tolerated.
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9.1 Introduction

In behaviour-based robotics (BBR), the artificial brain (or control system) of a robot is built from a repertoire of basic behaviours which are activated or deactivated through a process of behaviour selection that uses the state of the robot (and, possibly, its environment) as input [1–3].

Many behaviour-based systems are strongly reactive, i.e., there is a more or less direct connection between perception and action unlike the systems defined in classical artificial intelligence (AI) which are more deliberative, but typically operate quite slowly. In practice, it is common that the definition of a robotic brain involves a combination of the bottom-up approach defined in BBR and the top-down approach defined in classical AI [1].

The field of BBR is in a stage of rapid development and steps are being taken to move away from the purely reactive realm [4, 5] while still maintaining the many positive aspects of the approach, e.g., the ability of a robot to respond quickly to changes in sensory input. However, in order for a behaviour-based robot to be capable of carrying out a complex task, it must be able to activate the appropriate behaviour(s) at any given time, i.e., to carry out decision-making in the form of behaviour selection.

At first glance, the problem of behaviour selection may not appear to be very difficult. In reality, however, the problem is quite hard, not least because it is notoriously difficult to predict, in advance, which situations the robot might face, and in what order. Behaviour selection systems designed by hand are sometimes very brittle and may break down completely if an unexpected event occurs, as is
invariably the case in the unstructured environments in which autonomous robots are normally intended to operate. Furthermore, the robot must commonly make its decisions based on noisy and incomplete information, and the actual outcome of a decision may often differ from the intended one. Incidentally, the problem of representing information in an appropriate way (to guide behaviour selection) is, in itself, a very challenging problem.

This chapter concerns the utility function (UF) method for behaviour selection [3, 6]. Section 9.2 gives a brief description of related work in the field of behaviour selection. The concept of utility, which forms the foundation for the utility function method is introduced in Section 9.3 and is then illustrated by means of a biological example. The UF method is described in Section 9.4 and the chapter concludes in Section 9.5 with a brief discussion of current work.

9.2 Behaviour Selection

In the literature, the term behaviour selection is sometimes referred to as action selection [7] or behavioural organisation [8]. Here, the term behaviour selection will be used throughout, and it will be assumed that the purpose of the behaviour selection system is to choose a behaviour for activation from a predefined set of fixed behaviours. Thus, the topics of behaviour acquisition and behaviour modification (i.e., learning) will not be covered.

It should be noted that there is some confusion in the literature regarding the definition of behaviours and actions. Here, an action is considered to be an elementary operation and a behaviour to be a sequence (possibly recurrent, i.e., containing loops) of actions. Examples of (motor) actions include move forward, which involves setting the (desired) wheel speeds of the robot to a given value \( \nu \), and rotate, which amounts to setting the wheel speeds to equal magnitudes but opposite directions. Examples of behaviours include obstacle avoidance and localisation.

A full description of a behaviour requires, of course, the specification of exactly which actions it uses and under what circumstances the different actions are executed. Typically, a behaviour serves a specific purpose such as, for example, avoiding obstacles. Ideally, behaviours should be written in such a way that they can be used in an off-the-shelf manner so that, when building a robot, one may simply

---

3 Note, however, that for a robot equipped with a repertoire of behaviours and a behaviour selection system, learning can take place in two different ways: Either through modification of the individual behaviours or through tuning of the behaviour selection system; both processes may change the response of the robot to any given situation, and are therefore instances of learning. As mentioned above, the behaviours will be assumed to be fixed and, once the behaviour selection system has been defined (through optimisation, see Section 9.4), it is also assumed to be fixed, i.e., it does not undergo any modifications while the robot is active.

4 Here, only two-wheeled differentially steered robots will be considered.
add the appropriate behaviours to the repertoire and then generate a behaviour selection system.

Actions, by themselves, are more of a means to an end, even though there are special cases where a behaviour simply consists of a single action; an example is the *stop* behaviour which can be implemented as the single action *move forward*, with the set speed \( v \) equal to zero.

The topic of behaviour selection has been considered by many authors. In fact, in reviewing the literature, one may wonder why such a large number of different behaviour selection methods have been suggested. One possible reason might be the fact that unlike, say, physics or chemistry, in the topic of behaviour selection, there are no fundamental limitations on the methods and procedures that can be proposed. Of course, any motion of a robot will always follow the laws of physics, but the robotic brain need not have any counterpart in biology, chemistry or physics. In short, anything goes. A full review of the many behaviour selection methods suggested in the literature is beyond the scope of this chapter. Instead, a brief (and probably biased) list of examples will be given, which hopefully can then act as a guide to the literature.

Early examples of behaviour selection methods include the subsumption method [9], activation networks [10] and the potential field method [11]. A method based on dynamical systems theory was suggested by Bergener and Steinhager [8]. The use of emotions in robotic decision-making has also been considered for instance by Gadanho and Hallam [12]. The biological foundation of behaviour selection (and, to some extent, its application in robotics) has been considered by McFarland [13, 14] and more recently in Bryson, Prescott and Seth [15]. Surveys of behaviour selection can be found in Pirjanian [2] and Bryson [5].

Two important drawbacks with many (if not most) behaviour selection methods are the lack of generality and the need for parameter tuning. A loss of generality may occur if, for example, the user is required to specify, in detail, the interactions (activation or suppression, say) between different behaviours for a particular problem. Whenever a new problem is considered, the entire procedure may have to be repeated again from the beginning.

Also, as pointed out in, for instance, Wahde [3] and Blumberg [7], even if only parameter tuning is required, it is often very difficult to manually set the parameters of the behaviour selection system in an appropriate way. In fact, the motivations behind the development of the UF method have been to limit the amount of manual parameter tuning and to provide a behaviour selection method with general applicability, i.e., one that is not developed within the framework of one particular problem.

### 9.3 The Concept of Utility

Rational decision-making has been studied thoroughly in ethology (and, more recently, in robotics [3, 14]). The theory of rational decision-making was formalised
within the framework of economics, particularly in the important work of von Neumann and Morgenstern [16]. The choices facing a decision-maker can often be illustrated by means of lotteries, at least in cases where the number of consequences (or outcomes) is finite. In lotteries involving money (as they typically do!), one finds that the expected payoff alone is not sufficient to determine a person’s inclination to participate in a given lottery. To illustrate this, consider a repeated lottery in which a fair coin (equal probability for heads and tails) is tossed repeatedly, and where the player receives $2^k$ Euros if the first head, say, occurs after $k$ tosses of the coin. The probability $p_k$ of this event occurring equals $(1/2)^k$. Thus, the expected payoff from playing this lottery would be:

$$P = \sum_{k=1}^{\infty} p_k c_k = \sum_{k=1}^{\infty} \left( \frac{1}{2} \right)^k 2^k = \sum_{k=1}^{\infty} 1,$$

which is infinite!

Thus, if the expected payoff $P$ was all that mattered, a player should be willing to pay any finite sum of money, however large, in order to participate in this lottery since the expected payoff would be larger. This is, of course, absurd; few people would be willing to bet their entire savings on a lottery.

The situation just described is called the St Petersburg Paradox and was formulated by Bernoulli, who also proposed a way of resolving the paradox, by postulating that, rather than the expected payoff itself, it is the player’s perception of the amount of money gained that determines the actions taken. Bernoulli postulated that the subjective value of $N$ currency units (e.g., dollars) varies essentially as the logarithm of $N$. Let $W$ denote a person’s wealth before participating in the lottery and $r$ the cost of entering the lottery. Using Bernoulli’s postulate, the subjective value $P_s$ of the expected payoff can then be written as the change in wealth for different outcomes multiplied by the probability of the outcome in question. Thus:

$$P_s = \sum_{k=1}^{\infty} \left( \ln(W - r + 2^k) - \ln W \right) 2^{-k},$$

which is finite. A person should, at most, be willing to pay an amount $r$ that will make $P_s$ positive in order to participate in the lottery. For example, for $W = 1,000$, the maximum value of $r$ would be around 10.95 currency units.

The subjective value of a certain amount of money is a special case of the concept of utility, which can be used for weighing different situations against each other and, thus, to decide which action to take. In fact, it has been proven (rigorously) by von Neumann and Morgenstern [16] that, given certain assumptions that will be listed below, there exists a utility function that maps members $c_i$ of the set of outcomes to a numerical value $u(c_i)$, called the (expected) utility of $c_i$, which has the following properties:
1. \( u(c_1) > u(c_2) \) if and only if the person prefers \( c_1 \) to \( c_2 \).
2. \( u \) is affine, i.e.,
   \[
   u(pc_1 + (1-p)c_2) = pu(c_1) + (1-p)u(c_2),
   \]
   for any mixed outcome, with \( p \in [0, 1] \).

The axioms on which these results depend are:

**Axiom 1**: (Ordering) – Given two outcomes \( c_1 \) and \( c_2 \), individuals can decide, and remain consistent, concerning their preferences, i.e., whether they prefer \( c_1 \) to \( c_2 \) (denoted as \( c_1 > c_2 \)), \( c_2 \) to \( c_1 \), or are indifferent (denoted as \( c_1 \sim c_2 \)).

**Axiom 2**: (Transitivity) – If \( c_1 \geq c_2 \) and \( c_2 \geq c_3 \), then \( c_1 \geq c_3 \).

**Axiom 3**: (The Archimedean axiom) If \( c_1 > c_2 > c_3 \), there exists a \( p \in ]0, 1[ \) such that \( pc_1 + (1-p)c_3 > c_2 \), and a \( q \in [0, 1] \) such that \( c_2 > q c_1 + (1-q)c_3 \).

**Axiom 4**: (Independence) – For all outcomes \( c_1 \), \( c_2 \), and \( c_3 \), \( c_1 \geq c_2 \) if and only if \( pc_1 + (1-p)c_3 \geq pc_2 + (1-p)c_3 \) for all \( p \in [0,1] \).

Clearly, there is no unique set of preferences valid for all decision-makers. One person (or robot) may prefer a consequence \( c_1 \) to another consequence \( c_2 \), whereas another person’s preferences may be exactly the opposite. Thus, utility says nothing about a person’s preferences. However, provided that Axioms 1–4 above hold, it *does* say that there exists a function \( u \) which can serve as a common currency in decision-making, i.e., when considering a choice between several different options.

### 9.3.1 A Biological Example

The concept of utility can be used for modelling decision-making both in biological and artificial organisms (e.g., robots). To illustrate the concept, we shall first consider a simple biological example, namely, the kinesis of *E. coli* bacteria. Such bacteria are able to move towards areas of higher concentration of some attractant (i.e., food), and then remain in those areas to feed. Essentially, the bacteria exhibit two locomotion behaviours, namely straight-line movement (henceforth denoted \( B_1 \)) and tumbling (denoted \( B_2 \)). As the name implies, \( B_1 \) involves movement in a given direction. By contrast, in \( B_2 \), a bacterium essentially carries out a random motion, changing directions frequently. Since *E. coli* are very small, they are unable to detect spatial gradients in the food concentration. However, the bacteria are able to detect temporal gradients by comparing the food concentrations at two different times.

---

5 If (and only if) the person is indifferent between \( c_1 \) and \( c_2 \), then \( u(c_1) = u(c_2) \).

6 Note that von Neumann and Morgenstern used slightly different axioms, which, however, amounted to essentially the same assumptions as those underlying Axioms 1–4 listed here.
A simple mathematical model of kinesis based on the maximisation of utility can now be formulated [17]. Consider a bacterium faced with the choice of activating either $B_1$ and $B_2$ with the aim of finding as much food as possible.

Each behaviour can be associated with a utility function $U_i$, $i = 1, 2$, and the maximisation of utility thus implies that $B_1$ should be active if $U_1 > U_2$, and $B_2$ otherwise. Clearly, only the relative utility values matter and therefore, it implies no restriction to set $U_2 \equiv 0$. In contrast, $U_1$ can be modelled phenomenologically as:

$$U_1(t) = X(t) - V(t)$$  \hspace{1cm} (9.4)

where $X(t)$ is the current food concentration and

$$\frac{dV(t)}{dt} + aV(t) = bX(t)$$  \hspace{1cm} (9.5)

where $a$ and $b$ are the (positive) parameters of the model.

Now, let $U_1(t = 0) = 0$. If the bacterium encounters a sudden increase in the food concentration $X(t)$, at time $t > 0$, $U_1(t)$ becomes positive, thus keeping $B_1$ active. If $X$ remains constant, $U(t)$ slowly falls towards zero (but remains positive if $a > b$). However, if there is a sudden decrease in $X$, i.e., if the bacterium begins to leave the region of high attractant concentration, $U_1(t)$ can become negative and $B_2$ is then activated, making the bacterium tumble until it again discovers an area with higher food concentration. It turns out that this simple model can adequately describe the motion of *E. coli* bacteria as illustrated by Figure 9.1, provided that the parameters $a$ and $b$ are properly chosen. Note that the overall performance of the bacteria has been reduced to a function of those two parameters; once the parameters have been set, the selection of behaviours is fully determined. The UF method, which will be described next, operates essentially in the same way.

Fig. 9.1 The motion of simulated *E. coli* bacteria based on the behaviour switch described in the main text. 100 bacteria were simulated and the parameters $a$ and $b$ were both equal to 1. The region of non-zero attractant concentration is shown as a square at the centre of each panel. The left panel shows the initial distribution of bacteria and the right panel shows the distribution at a later time.
9.4 The Utility Function Method

The utility function (UF) method is a behaviour selection method that has been gradually developed over the last few years [3, 4, 6, 18]. The current version is a pure arbitration method, i.e., one that allows only a single behaviour to be active at any given time. Continuing developments, described briefly in Section 9.5, include the possibility of activating several behaviours simultaneously, provided that only a single behaviour controls any given actuator on the robot.

9.4.1 Motivation

The development of the UF method was based on the realisation that a common currency is needed in order to compare behaviours. The fact that this common currency must be available for all possible values of the robot’s state variables motivates the introduction of utility functions (see below) taking the state variables as inputs.

Furthermore, unlike many other behaviour selection methods, the UF method has, from the beginning, been formulated with general applicability in mind. Thus, in the development of the method, no particular application has been considered. Once developed, however, the method has been applied successfully in several cases, most of which have involved motor behaviours [4, 18, 19].

As mentioned in Section 9.2, a drawback with many methods for behaviour selection is the requirement that the user should be able to set most, if not all, of the relevant parameters (determining the behaviour selection) by hand [3, 7]. A behaviour selection method should preferably include at least the possibility of some form of automatic parameter setting; such a procedure is included in the UF method in the form of evolutionary optimisation of the utility functions that determine the behaviour selection. On the other hand, it should also be noted that it is sometimes far from trivial to formulate an appropriate objective function for the optimisation procedure, implying that, in some cases, manual tuning of the behaviour selection system may be required.

9.4.2 Method

A central concept in the UF method is the robot’s state that is obtained by measuring the values of a set of state variables ($z$). The state variables are of three different kinds:

- external variables ($s$) such as the readings of IR sensors, sonars, cameras and laser range finders;
internal physical variables (p) such as the readings of a battery sensor; and
internal abstract variables (x).

The internal variables (physical and abstract) measure the internal state of the robot. However, whereas the physical variables are, as their name implies, obtained through measurement of physical quantities, the abstract variables roughly correspond to signalling molecules (hormones) in biological systems.

Thus, the internal abstract variables (henceforth referred to as hormone variables) provide the robot with a rudimentary endocrine system, allowing a sort of short-term memory independent of the readings of physical quantities, internal or external. For example, an increase in the value of a hormone variable x in a given situation will alter the state of the robot and, depending on the dynamics of the variable (e.g., its decay rate), the robot might take a different action should it shortly thereafter find itself in the same situation again. The division of state variables into three categories is essentially based on the accuracy of measurement; external variables (sensor readings) are typically very noisy, whereas internal physical variables (such as the reading of a battery sensor), can normally be obtained with greater accuracy. Finally, the hormone variables can be specified with arbitrary accuracy.

The choice of state variables is certainly non-trivial. In simple cases where the robot is equipped with a few elementary sensors giving scalar readings such as IR proximity detectors or bumper sensors, the external variables can be taken as the set of all sensor readings. By contrast, in more complex cases involving, say, the readings of a (2D) laser range finder (typically giving an array of order 10^3 or more scalar values) or a camera (typically giving a matrix of, say, 320 × 240 scalar values), some form of preprocessing must be carried out if the readings of those sensors are to provide a manageable number of state variables. These issues will be discussed briefly in connection with the description of the extended method in Section 9.5. Though for now, it will be assumed that the state variables are defined only by simple sensors, giving scalar readings. Note that this restriction does not exclude the possibility of using more complex sensors in the robot, such as laser range finders, as long as the readings of those sensors are not used for the definition of state variables.

Mathematically, the utility function for behaviour B_i is specified as U_i = U_i(s, p, x). In principle, any functional form could be used, e.g., a Fourier expansion, a polynomial expansion, etc. Practical experience with the UF method has shown that it is commonly sufficient (at least for the applications considered so far) to use low-degree polynomials. Hence, a polynomial ansatz^7 (with a given polynomial degree d) is used. As an example, the ansatz for a utility function U_i = U_i(s, p) of two variables, and with polynomial degree d = 2 will take the form:

---

^7 In physics and mathematics, an ansatz is an educated guess that is verified later by its results. After an ansatz has been established, the equations are solved for the general function of interest.
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\[ U_i(s,p) = a_{00}^{(i)} + a_{10}^{(i)} s + a_{01}^{(i)} p + a_{20}^{(i)} s^2 + a_{11}^{(i)} sp + a_{02}^{(i)} p^2 \]  

(9.6)

where the \( a_{jk}^{(i)} \) terms are constant coefficients to be determined\(^8\).

Note that not all utility functions must depend on all state variables. In many cases, the utility functions depend only on a subset of the available state variables, and different utility functions may use different subsets of the variables as inputs.

Behaviour selection is simple in the UF method: At any given time, the utility values \( U_i \) are computed for each behaviour, using the most recent values of the state variables as inputs, and the behaviour \( i_{\text{sel}} \) with the highest utility value is selected for activation. Thus:

\[ i_{\text{sel}} = \text{argmax}_i (U_i). \]  

(9.7)

The problem, of course, is to determine the utility functions, i.e., to set the constants \( a_{jk}^{(i)} \) for all utility functions. Furthermore, the dynamics of the hormone variables must be specified as well since, unlike the other variables, their values are not obtained through measurements of physical quantities. In the early stages of the development of the UF method, the specification of hormone variable dynamics was carried out by hand [3]. However, in later applications, the constants determining the hormone variable dynamics have been included in the optimisation procedure as well. Thus, before describing the general optimisation carried out in the framework of the UF method, we shall consider the use of hormone variables.

**Hormone variables**

As discussed above, hormone variables may, for example, serve to provide an otherwise completely reactive robot with a simple form of short-term memory. The following example is somewhat lengthy, but will hopefully help to motivate the introduction of hormone variables.

Consider a reactive robot equipped with two behaviours, namely, *path navigation* \( (B_1) \) and *obstacle avoidance* \( (B_2) \). Leaving aside the problem of localisation, i.e., assuming, in order to simplify the example, that the robot can determine its exact position using (unrealistically) noise-free odometry, the purpose of \( B_1 \) is to generate and follow a path from the current location to some target location. By contrast, \( B_2 \) should be activated if, say, the robot encounters a moving obstacle along its path. Furthermore, assume that the robot is equipped with a single, wide-angle proximity detector, the output of which decreases with increasing distance between the robot and an obstacle, out to a maximum detection range. Assuming that the UF method is used for selecting behaviours, one must specify the utility functions. Since there are only two behaviours available and all

---

\(^8\) In general, the number of subscripts in the constants determining a utility function equals the number of variables used in the function.
that matters is the relative utility values, it implies no restriction to set $U_1$ to zero, i.e.,:

$$U_1 \equiv a_0^{(1)} = 0.$$  \hspace{0.5cm} (9.8)

Furthermore, the ansatz for $U_2$ may include a dependence on the reading $s$ of the proximity detector, for example, as:

$$U_2(s) = a_0^{(2)} + a_1^{(2)} s$$  \hspace{0.5cm} (9.9)

where $a_0^{(2)}$ and $a_1^{(2)}$ are constants to be determined. If no obstacles are detected, $B_2$ should, of course, be inactive. Thus, the constants must satisfy $a_0^{(2)} < 0$ and $a_1^{(2)} > 0$. Now, when an obstacle appears, the exact moment at which the robot switches from $B_1$ to $B_2$ depends on the values of the two constants and, as soon as $s$ drops to a sufficiently low value $s_{\text{min}} = -a_0^{(2)} / a_1^{(2)} > 0$, then $B_1$ is activated again.

However, with $s$ as the only available state variable, several problems may occur. For example, the reactivation of $B_1$ may cause the robot to approach the obstacle again (assuming that the obstacle moves slowly so that it remains in the vicinity of the robot), leading to an increase in $s$ and, therefore, another activation of $B_2$, followed by a quick reactivation of $B_1$ soon thereafter and so on. Thus, as a result of its completely reactive behaviour selection system, the robot might experience rapid behaviour swapping, resulting in poor overall performance.

Comparing this with biological organisms (even very simple ones), it is easy to see that the decision-making system of the robot is missing a crucial component, the ability to incorporate past experience. Typically, a biological organism following a close encounter with a dangerous obstacle will find itself in a state of sensitisation, such that it will react particularly strongly to another encounter with the same obstacle. Further, the memory (however brief) of the encounter, will allow the organism to extend the period of evasion beyond the duration of the direct sensory input.

Returning to the robot, such characteristics can be modelled using a hormone variable. Thus, consider a modified utility function for $B_2$, of the form:

$$U_2 = a_{00}^{(2)} + a_{01}^{(2)} s + a_{10}^{(2)} x$$  \hspace{0.5cm} (9.10)

where $x$ denotes the hormone variable.

The procedure for specifying the hormone variable dynamics is described below. For now, let us assume that $x$ is equal to zero as the robot begins its operation (navigating using $B_1$) and that, as a result of the robot activating $B_2$, $x$ is raised instantaneously (to 1, say), and then falls off slowly (with time) towards 0. It is easy to see that if the constants determining $U_2$ are properly set, the increase in $x$ will allow the robot to maintain $B_2$ active (since $U_2 > U_1$) even after $s$ drops to 0, thus allowing it to clear the obstacle completely without behaviour swapping.
Furthermore, the robot will effectively be sensitised should it encounter another obstacle before $x$ drops to zero: The sensory reading $s$ needed to cause a switch to $B_2$ will then be lower than if $x$ had been equal to zero.

**Hormone variable specification**

Due to the abstract nature of hormone variables, the specification of their dynamics cannot be derived from the physical properties of the robot or its environment. To some extent, the specification is arbitrary; it is up to the optimisation procedure described below to make use of the hormone variables in the utility functions in the best possible way, which includes the possibility of not using them at all if the information they provide turns out to be irrelevant. Preferably, however, the hormone variables should provide some useful information, as in the example considered above.

Through the development of the UF method, several different procedures have been employed for specifying the dynamics of hormone variables. One such procedure which has been found to represent a suitable trade-off between the desire to limit the complexity of the representation and the requirement that the hormone variables should convey some useful information will now be described. In this procedure, the variation of each hormone variable $x_i$, in a given (active) behaviour $B_j$, is determined by the five parameters $\Delta x^\text{in} \ ij, \Delta x^\text{out} \ ij, \Gamma \ ij, \tau \ ij$ and $x^\text{max} \ ij$. Upon activation of $B_j$, $x_i$ is set according to:

$$x_i \leftarrow x_i + \Delta x^\text{in} \ ij . \tag{9.11}$$

If $x_i$ exceeds $x^\text{max} \ ij$, it is set to $x^\text{max} \ ij$. Similarly, if $x_i < 0$, it is set to 0. Upon deactivation of $B_j$ (i.e., an event just preceding the activation of some other behaviour $B_k$, remembering that exactly one behaviour is active at any given time, in the current version of the UF method), $x_i$ is set as:

$$x_i \leftarrow x_i + \Delta x^\text{out} \ ij \tag{9.12}$$

with similar limitations as in the case of activation.

Thus, the value of $x_i$ may vary discontinuously when a behaviour switch occurs. When $B_j$ is active, $x_i$ varies according to:

---

9 The user must of course decide how many hormone variables should be used. Since the optimisation procedure can choose to use some, or all, of the hormone variables, this specification rarely presents a problem. Including too many hormone variables has no adverse effects except, perhaps, slowing down the optimisation procedure a little.
\[ \frac{dx_i}{dt} = \frac{\Gamma_{ij} x_i^{\text{max}} - x_i}{\tau_{ij}}. \]  

(9.13)

\( \Gamma_{ij} \) is an integer parameter taking the value 0 or 1. If \( \Gamma_{ij} = 1 \), \( x_i \) rises exponentially towards the maximum level \( x_i^{\text{max}} \). If instead \( \Gamma_{ij} = 0 \), \( x_i \) falls off exponentially towards the minimum level (= 0). In the example above, the parameters were:

\[ \Delta x_{11}^{\text{in}} = 0, \Delta x_{12}^{\text{in}} = 1, \Delta x_{11}^{\text{out}} = 0, \Delta x_{12}^{\text{out}} = 0 \]

\[ \Gamma_{11} = \Gamma_{12} = 0, \tau_{11} = \tau_{12} = \tau_1 \text{ (for some positive value of } \tau_1) \]

and \( x_i^{\text{max}} = 1 \).

In a robot with \( m \) hormone variables and \( n \) behaviours, the total number of parameters determining the variation of the hormone variables equals \( N_h = m(4n + 1) \). Note that \( N_h \) typically overestimates the number of parameters that must be determined. If, as in the example above, all hormone variables are specified with \( \Gamma_{ij} = 0 \) (exponential fall-off rather than increase), \( x_i^{\text{max}} = 1 \) and, with \( \tau_{ij} = \tau_i \) (independent of \( j \)), the number of parameters is reduced to \( m(2n + 1) \).

### 9.4.3 Optimisation Procedure

Like any behaviour selection method, the UF method requires that certain parameters should be set to appropriate values. In the case of the UF method, those parameters are (1) the constants determining the utility functions, and (2) the constants determining the variation (with time) of the hormone variables. Setting all those parameters by hand can often be a daunting task, particularly in cases involving several behaviours. Thus, as indicated above, the UF method includes a procedure for optimisation based on an evolutionary algorithm to determine appropriate parameter values.

Of course, the specific choice of optimisation algorithm is somewhat arbitrary and should not be seen as an integral part of the method. For example, other optimisation methods such as particle swarm optimisation or simulated annealing could equally well have been used. An advantage with evolutionary optimisation is that the method can easily be modified to cope with structures of variable size, which will be relevant in cases where, for instance, the (polynomial) degree \( d \) of the utility functions is allowed to vary during optimisation. In cases where \( d \) is fixed, the evolutionary algorithm used by the UF method is reduced to a standard genetic algorithm (GA) [22], with real-number encoding.

However, once an optimisation procedure has been added, two questions appear, namely, (1) what should be the optimisation criterion, i.e., the objective function? (also known as the fitness function, in connection with evolutionary
optimisation) and (2) how should one evaluate any given parameter setting? (i.e., a particular set of utility functions and a given specification of the hormone variable dynamics).

*Specifying an objective function*

The solution to the first problem will naturally vary from problem to problem and, in the current version of the UF method, the objective function is scalar, i.e., multi-criteria optimisation is not considered even though the method certainly can be extended to include such features. Thus, the objective function must be specified as a single scalar, summarising the task of the robot. This is not always easy to do. However, in many applications, the robot will have one specific task. Any other actions carried out by the robot, such as localisation and obstacle avoidance, are not ends in themselves (and therefore need not be made part of the objective function).

As a specific example, consider the task of transporting objects between a sequence of target points (denoted A, B, C, ...) in an arena in a given maximum time $T$. A robot given this task would, for example, be equipped with a navigation behaviour that generates a path (using for instance the A* algorithm [20]) from the current location to the next target point. In order to achieve the first goal of reaching point B (starting from point A) and then moving on to point C etc., most likely the robot will have to avoid some obstacles along the way$^{10}$, and it must also continuously keep track of its pose (position and heading). Now, from the user’s point of view, the exact manner in which the robot carries out these auxiliary tasks is not relevant; all that matters is that the robot is able to reach the target points B, C, etc. in a reliable way.

Thus, a suitable fitness function for this problem (assuming maximisation as is common in evolutionary algorithms) may simply be one that gives an increment of 1 for each target point reached and, finally, adds a score based on the distance to the next target point in the sequence at the end of the evaluation (brought about either by a collision or simply because the $T$ seconds of evaluation time have elapsed). Thus, mathematically, the fitness function may take the form:

$$f = j + e^{-cd}$$

where $j$ is the number of target points reached, $c$ is a positive constant and $d$ is the distance to the next point (the $(j + 1)$th point) in the sequence at the end of the evaluation. If no target point is reached as is typically the case in the early stages of optimisation, $j = 0$. The exponential term provides the optimisation method with a smooth gradient towards better performance.

At first glance, the fitness measure given in Equation 9.14 may not seem to be sufficient, as it does not specify that the robot must keep track of its pose (through activation of a localisation behaviour) and also avoid obstacles (through activation

---

$^{10}$ In case of a collision, the evaluation of a robotic brain is normally terminated.
of a behaviour that does so). However, it is easy to realise that if the robot does not carry out those tasks, it is very unlikely that it will reach the target point and it will therefore obtain a rather low fitness value. Thus, the fitness measure implicitly requires that the robot should, from time to time, activate other behaviours than the task-achieving navigation behaviour. This, in turn, implies that the optimisation procedure must set the utility functions in such a way that those auxiliary behaviours are activated when appropriate.

**Simulations versus real robots**

As for the second problem, it should be noted that the search space is typically quite large. For example, the number of parameters $N_p$ needed to specify a general polynomial of $k$ variables and with degree $d$ is given by:

$$N_p = \binom{k + d}{d}.$$  \hspace{1cm} (9.15)

Consider now a robot with $n$ behaviours, each of which is associated with a polynomial utility function taking $k_i$ variables as inputs, $i = 1, \ldots, n$. Including also the number of parameters $N_h$ needed to specify the $m$ hormone variables, the total dimensionality $\nu$ of the search space (i.e., the number of parameters) will be:

$$\nu = \sum_{i=1}^{n} N_p(i) + N_h = \sum_{i=1}^{n} \binom{k_i + d}{d} + m(4n + 1).$$  \hspace{1cm} (9.16)

As a specific example, consider a case with $n = 3$ behaviours whose utility functions take $k_i \equiv k = 4$ ($i = 1, \ldots, 3$) variables as inputs of which $m = 2$ are hormone variables. Assuming that the degree $d$ of the utility functions is equal to two, the dimensionality of the search space will be:

$$\nu = 3 \binom{6}{2} + 2 \times 13 = 71.$$  \hspace{1cm} (9.17)

Thus, even for this rather simple case with only three behaviours, the dimensionality of the search space is quite large, implying that whichever optimisation method is used, a large number (thousands or more) of evaluations of the objective function will have to be carried out. This, in turn, essentially rules out the possibility of running the optimisation procedure in a real robot which, per definition, operates in real time and will also be prone to mechanical failures and other problems. Instead, in the UF method, simulations are used that typically run much faster than real time.

However, as is well known in robotics [21], using simulations has certain drawbacks, the most serious being that no simulation, however advanced, can
represent reality perfectly. Obviously, noise can (and should) be added to the simulator, but the behaviour of the simulated robots will still only approximate the performance of a real robot. Thus, the optimised behaviour selection system obtained in simulation should be considered as a first version which must then be fine-tuned further in the real robot. On the other hand, the discrepancy between the real and simulated robots should not be exaggerated. Some robotic components, e.g., laser range finder sensors, can be simulated quite accurately and the amount of fine-tuning needed when transferring results to a real robot is therefore manageable in many cases.

Generating the behaviour selection system

The purpose of the optimisation procedure is to set the parameters determining the behaviour selection system, i.e., the utility functions and the hormone variable dynamics, so as to achieve the best possible performance as measured by the objective function described above. In order to do so, one needs a simulator capable of simulating both the robot (with its sensors and actuators and, of course, the behaviours and the behaviour selection system) as well as its interaction with objects in the arena. Furthermore, the simulator must also be equipped with an evolutionary algorithm (or some other optimisation algorithm), which will evaluate different behaviour selection systems during the course of optimisation. Such a simulator has been written [6] for the UF method.

Summary of the UF method

The method can now be summarised as follows:

1. Specify the configuration for the simulations:
   a) Define the characteristics of the robot, i.e., its shape as well as its sensors and actuators.
   b) Define a set of suitable behaviours for the task at hand, for example A*-navigation and obstacle avoidance.
   c) Define a set of state variables, e.g., the readings of IR proximity sensors and a few hormone variables.
   d) Define the structure of the utility functions, i.e., the polynomial degree and the input variables (for each function).
   e) Define the arena in which the robot is supposed to operate.
   f) Define a suitable objective function (fitness function).

2. Generate a random population of behaviour selection systems specified by the parameters determining the utility functions together with the parameters specifying the hormone variable dynamics.

3. Run the optimisation procedure:
   (a) Evaluate the population of behaviour selection systems:
(i) For each member of the population, upload the corresponding behaviour selection system (utility functions and hormone variable dynamics) onto the simulated robot.

(ii) Evaluate the robot, with the behaviour selection system provided in the previous step by running the simulator for a maximum of $T$ s (or until some other event, such as a fatal collision, terminates the evaluation).

(iii) Store the fitness value, i.e., the performance measure, of the behaviour selection system.

(b) Generate new behaviour selection systems through the evolutionary processes of selection (in proportion to fitness), crossover, and mutation.

(c) Repeat Steps 3(a) and 3(b) until a user-specified termination criterion has been reached.

In Step 2, the set of parameters is specified in the form of an artificial genome in which each gene represents one parameter. Commonly, two chromosomes are used in the genome, one for representing the coefficients determining the utility functions and one for determining the hormone variable variation, as illustrated in Figure 9.2. If the number of parameters is constant, as is assumed here, Step 3(b) is straightforward and proceeds as in a standard GA [22].

Fig. 9.2 A schematic illustration of the two chromosomes determining the utility functions and the hormone dynamics. The upper chromosome ($C_1$) encodes the utility functions. Each box in $C_1$ represents the coefficient for one polynomial term$^{11}$. The lower chromosome ($C_2$) encodes the hormone dynamics. Here, each set of four boxes represents the parameters $\Delta x_{ij}^\text{in}, \Delta x_{ij}^\text{out}, \Gamma_j$ and $\tau_j$ that determine the variation of one hormone variable during periods of activity of one particular behaviour (The parameters $\Delta x_{ij}^\text{max}$ were not included in the chromosomes, as their values are typically set by hand, see the example presented in Section 9.4.4)

$^{11}$ See also Equation 9.6
9.4.4 Application Example – a Transportation Task

The UF method has been tested in several different applications. In order to clarify the description of the method, we shall consider a specific example, namely, a transportation task in which the robot is required to transport objects between given points in an arena representing a typical office environment\textsuperscript{12}.

![Diagram of the transportation robot in a typical arena](image)

**Fig. 9.3** (a) A schematic illustration of the transportation robot in a typical arena. The task of the robot, shown as a disk near the lower left corner of the arena, is to transport objects from point A to point B (arbitrarily chosen). (b) A 3D snapshot from the simulator, showing the robot in action. The laser range finder is attached at the top of the pole protruding from the cylindrical body of the robot.

The arena in which the (simulated) robot operates is shown in Figure 9.3. The centre of the arena contains a staircase and elevators. These two regions are off-limits for the robot. Thus, the robot is constrained to move in the corridors and offices. In the simulations, a differentially steered robot with cylindrical cross section was used. The robot was equipped with wheel encoders (for odometry), touch sensors, and a laser range finder (LRF) mounted on a pole (for odometry recalibration, i.e., localisation), see Figure 9.3 (b). During the simulations, noise was added both to motor torques and sensor readings.

**Behaviours**

In the experiments carried out in connection with this problem, three behaviours were included in the behavioural repertoire, namely, *path navigation* \((B_1)\), *localisation* \((B_2)\), and *obstacle avoidance* \((B_3)\). In \(B_1\), the robot navigated through a

\textsuperscript{12} The presentation here is quite brief. For a more complete description regarding this particular application, see the work by Wahde and Pettersson [4, 19].
sequence of waypoints generated by the combined use of a grid-based map and an A* search algorithm [20]. The last waypoint coincided with the target location. Whenever the robot reached a target, a new target location was generated (and thus a new sequence of waypoints). Furthermore, if $B_1$ was deactivated, a new sequence of waypoints was generated upon its reactivation, connecting the current (estimated) position to the target location. It should be noted that $B_1$ relies solely on odometry.

Consequently, in order to successfully navigate to a designated target, the estimated position of the robot must be sufficiently accurate so as to avoid large deviations from the intended path which may lead to collisions with obstacles such as walls or tables. It is the purpose of the localisation behaviour ($B_2$) to maintain odometric accuracy by recalibrating the odometric estimate of the robot’s position and heading. $B_2$ is based on the readings of the (2D) LRF which is mounted on a pole extending vertically from the top surface of the robot to avoid including moving objects (if any) in the scan. The basic idea is to match the current readings of the actual LRF to the readings of a virtual LRF placed (virtually) in various locations in the map in the vicinity of the estimated position of the robot\textsuperscript{13}, and then to generate a new position estimate using the best-matching virtual LRF reading. The behaviour is described in detail in [23].

In contrast with the two behaviours just described, the obstacle avoidance behaviour is very simple: When activated by the behaviour selection system, this behaviour simply sets the speed of the motors to equal, negative values so that the robot will move backwards in a straight line. Note that it is the job of the behaviour selection system both to activate the behaviour by raising the corresponding utility value as a result of, for example, a non-zero reading of one or several touch sensors, and to deactivate it by lowering its utility as soon as the touch sensors no longer are in contact with an obstacle.

**Behaviour selection**

In this investigation, two hormone variables $x_1$ and $x_2$ were introduced, and these were the only state variables used for $B_1$ and $B_2$. For $B_3$, the readings of the three touch sensors ($s_1$, $s_2$, and $s_3$) were used as state variables, together with the two hormone variables. Thus, the utility function polynomials were specified as:

$$U_1 = U_1(x_1, x_2) = a_{00}^{(1)} + a_{10}^{(1)} x_1 + \ldots$$

$$U_2 = U_2(x_1, x_2) = a_{00}^{(2)} + a_{10}^{(2)} x_1 + \ldots$$

and

\textsuperscript{13} Thus, the localisation behaviour assumes implicitly that the odometry has not drifted too much. Note, however, that it is up to the behaviour selection system to activate the localisation behaviour at the correct time.
\[ U_3 = U_3(x_1, x_2, s_1, s_2, s_3) = a_{00000}^{(3)} + a_{10000}^{(3)} x_1 + \ldots \] (9.20)

for \( B_1, B_2 \) and \( B_3 \), respectively. Following the results obtained in earlier studies [19], the polynomial degree was set to 3. The maximum value of the hormone variables \( x^{\text{max}} \) was set to 1 for both variables, eliminating two parameters from the optimisation procedure.

**Simulations and results**

In each evaluation, the robot was allowed to move for \( T = 150 \) s. The time step length was set to \( dt = 0.01 \) s, and simulations were terminated if the body of the robot collided with an object (e.g., a wall), but not, of course, in cases where only the touch sensors were in contact with the object.

In each time step, the values of the five state variables \( x_1, x_2, s_1, s_2, \) and \( s_3 \) were obtained, and the utility values \( U_1, U_2, \) and \( U_3 \) were calculated. Then, the robot activated (or kept active) the behaviour with the highest utility value.

During optimisation, the parameters determining the variation of the hormone variables \( x_1 \) and \( x_2 \), as well as the parameters specifying the utility functions were encoded in two chromosomes as was illustrated in Figure 9.2. Thus, the behaviour selection system used in a given evaluation was obtained in a decoding step, during which the parameters were read off from the chromosomes. In this application, the total number of parameters was equal to 100.

A fairly standard EA (implemented in the simulator) was used for optimising the behaviour selection system. The population size (i.e., the number of behaviour selection systems being evaluated) was set to 30, and the crossover probability \( p_{\text{cross}} \) to 0.50. The mutation rate was equal to 0.03. The tournament selection parameter, i.e., the probability of selecting the better of the two individuals in a tournament, was equal to 0.70. The fitness measure was taken simply as the number of waypoints reached by the robot during its evaluation.

![Figure 9.4](image-url)  
*Fig. 9.4* Variation in the utility values between \( t = 35 \) and \( t = 50 \) for a re-evaluation of the best individual found during optimisation. \( U_1, U_2, \) and \( U_3 \) are shown as solid, dashed, and dotted lines, respectively.
After optimisation, the resulting robot was capable of carrying out the intended task, switching between the three available behaviours at the correct moment. The robot spent about 27% of its time in $B_3$ (localisation) and almost all the remaining time in $B_1$ (navigation). On rare occasions, the obstacle avoidance behaviour was activated. An example of the variation (with time) of the utility functions during a typical run is shown in Figure 9.4. The results of the simulations are currently being implemented in a real robot which is very similar to the robot used in the simulations, except that infrared proximity sensors will be used instead of touch sensors.

9.5 Ongoing Work

9.5.1 Extended UF Method

The current version of the UF method described above is a pure arbitration method, i.e., it allows only a single behaviour to be active at any given time. In tasks centred on locomotion, such as navigation tasks, this approach is normally sufficient since a given actuator can only carry out one particular movement at any given time. However, in more complex tasks, a robot may be equipped with several non-motor (cognitive) behaviours that may very well run concurrently with a motor behaviour. Thus, work is underway to allow parallel activation of more than one behaviour. However, allowing parallel activation of behaviours makes the procedure of activating appropriate processes even more complicated and there are still many unresolved issues that must be solved before the extended utility function (EUF) method is completed.

9.5.2 Data Preprocessing and Artificial Emotions

The issue of representing states (of a robot) in an appropriate way is a problem that affects all methods for behaviour selection. The number of options available to a decision-maker must at any given instant be reduced to a manageable number and, as suggested by Damasio [24], one function of emotions may be to act as a filter, discarding many irrelevant options. The role of emotions in decision-making has indeed been considered in robotics as well, see, e.g., [12].

In order to include such ideas in the UF method, one may introduce a preprocessing system that takes as input all the raw data that, in the case of a robot, may consist of (say) laser range finder data (perhaps thousands of distance measurements, in various directions), visual data (e.g., an image of, say, $320 \times 240$ grey scale values), auditory data, IR sensor data etc. The preprocessing system
would then reduce the number of variables from several thousands to, say, 10 or fewer. The variables would finally be used as the state variables determining the utility values for all behaviours; the reduction to a few variables would thus decrease the size of the space of possible decisions.

As an example, the preprocessing system may contain a multi-layered neural network that takes an image as input and generates a single scalar output, determining, for example, the degree of congestion (as detected from the image) in front of the robot\textsuperscript{14}.
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Chapter 10
Force Sensing in Medical Robotics
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10.1 Background

Medical robotics is at a relatively early stage compared to industrial robotics, which has a long historical background dating back to the 1960s when the first computer controlled manipulators were installed [1]. It is apparent that the number of medical robots installed for practical uses today is much smaller than the number of industrial robots employed in manufacturing. However, after various recent achievements in medical robotic research, people have begun to recognise the distinctive advantages of using robots for medical purposes. The main reasons that have drawn much attention to robotic systems results from their capability in carrying out a variety of surgical and other medical tasks with high accuracy and repeatability, and their ability to provide surgeons with enhanced visual feedback. Owing to their capabilities and benefits in clinical areas, the research and deployment of robots for medical applications has increased considerably over the last decade. To date, there have been a number of robots used in complex medical interventions including neurosurgery, cardiac surgery, orthopaedic surgery, urological surgery, bariatric surgery, prosthetic implantation, and rehabilitation. Today, medical robotic technology has dramatically improved, resulting in an increase of medical robots on the market along with their applications in real clinical scenarios. In the future, it is expected that robots will play very important roles in modern medical diagnosis, surgery, rehabilitation, in vivo inspection and drug delivery.

Orthopaedic surgery and neurosurgery were the very first clinical fields in which robots were employed [2]. In both cases, the target anatomy, either bone or neurological tissue, is assumed to be non-compliant and robotic systems initially demonstrated their usefulness as positioning devices; guiding surgical tools to desired locations within the operative site and exploiting their capabilities for conducting operations with a greater precision and repeatability than was
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previously possible using hand-held instruments. Integrated with an image-guided system, the computer software enables the robot’s trajectories to be planned based on preoperative CT (computed tomography) /MRI (magnetic resonance imaging) images before movements to the desired target are executed. Due to the high stiffness of the robotic structure and the reliable performance of the computer-based controller, robots have a huge potential in providing steady positioning, accurate guidance, and intra-operative localisation capabilities. This allows complex surgical interventions which usually require very high accuracy for delicate tool manipulation to be carried out very effectively. Currently, accuracy in surgical tool manipulation is much superior to that in the last decade. Based on a well-defined preoperative planning and computer-guided control strategy, robots can perform surgical tasks such as, inserting a needle, cutting and drilling into bone with submillimetre accuracy [3].

Another application that has shown to be successfully enhanced through the introduction of robotics is minimally invasive surgery (MIS) (also called keyhole surgery). Before the arrival of medical robots in this field, surgeons faced many difficulties in performing procedures during MIS, including reduced dexterity of the surgical tools, reversal of directions in vivo due to the fulcrum effect created by the constraint of the small insertion holes (trocar ports) and the inability to directly visualise the operative site in 3D. Moreover, sensing the tool-tissue interaction remotely (i.e., outside the body) is severely impaired by the friction of the tool insertion port, inertia of the tool shaft, and reaction forces between tool shaft and the insertion port.

Master-slave robotic systems, such as the Zeus® Surgical System from Computer Motion, Inc., and the da Vinci® Surgical System from Intuitive Surgical, Inc., have been introduced to solve some of these problems by incorporating multiple degrees of freedom at the surgical tool tip and providing the surgeon with a more intuitive control interface. As a consequence, the 7-degrees of freedom available to the human operator (x,y,z translation; roll, pitch, yaw rotation and grip) are replicated by the robot in vivo. However, because current robotic systems do not have interaction force sensing capabilities, the learning curve for performing delicate procedures such as suturing and knot-tying increases significantly. Additionally, the surgeon loses the ability to perform organ palpation for the detection of abnormalities including tumours, nerves, vessels or other tissue stiffness variations, a practice commonly conducted during open surgery.

To overcome the problems introduced by this lack of force feedback, various sensing techniques have been developed to detect tissue interaction forces and transfer the force sensing information to the surgeon [4]. This paper provides an overview of emerging tool-tissue force sensing methods and recently developed force sensor prototypes, and then discusses applications of force sensing in medical robotic applications including haptic feedback and soft tissue identification via tissue-tool interaction.
10.2 Force Sensing Techniques in Medical Robotics

There are several force sensing methods that can be used in the field of medical robotics. The following overview of force sensing techniques is not exhaustive, but shows the most commonly employed force sensing methods and recent developments with respect to medical applications.

One approach to force sensing is to measure the amount an elastic component is deformed in response to an applied force. The employed sensor then operates based on the principle of detecting displacement variations. Utilising knowledge of the elastic properties of the deformable material (such as the inherent spring constant), the applied force can be computed as a function of the measured displacement. There are a number of displacement sensors that can be used to accurately measure the displacement when the elastic component is deformed, including digital encoders, potentiometers, linear variable differential transformers (LVDT) and optical fibre-based sensors. The elastic component can be made of elastic materials such as a spring or rubber, or can be made of a proportional-derivative servomechanism with similar “elastic” properties [4, 5].

In the case that a medical device has a motor-actuated joint, it is possible to estimate applied forces by measuring the current of the motor since the value of the generated torques or forces is proportional to the armature current of the motors over a wide range [6]. Based on this principle, Tholey et al. designed and developed a laboratory prototype laparoscopic grasper which estimates the grasping force as a function of the current supplied to the joint motor [7]. Because the device does not use a force sensor to measure the magnitude of the force, the manufacturing cost could be kept low. Unfortunately, due to friction of joints, inertia of all linkages, backlash and other non-linear effects including changes of the motor brush conductivity and winding resistance, the device does not show good accuracy in force estimation.

Similar to the current-based force sensing method in a tool actuated by electrical motors, pressure-based sensing methods can be employed in medical tools whose joints are driven by pneumatic actuators in order to estimate the forces at the tool’s end-effector with relatively high accuracy and sensitivity. This was demonstrated by Tadano et al. with a 4-DOF pneumatic driven forceps [8]. By making use of a neural network estimation scheme, the system possesses good performance in estimating forces applied to the forceps.

A more common way to measure forces (in medical devices and elsewhere) is based on strain measurement using strain gauges [9, 10]. This is known as a resistive-based sensing approach widely applied in industry. In general, the gauge is bonded to a flexible structure so that when a force is applied to the tool structure, the electrical resistance of the strain gauge will change, resulting in a chance of the amplitude of the electrical signal used to evaluate the magnitude of the applied force. However, there is trade-off between the stiffness of the structure and the sensitivity of the measurement since the stiffer the structure of the tool is, the lower is the sensitivity in the force measurement that can be obtained [11].
In case that better sensitivity is essential, capacitive-based sensing methods represent an alternative since such methods are much more sensitive than the strain gauge sensing approach. By exploiting this specific advantage of the capacitive-based sensing technique, Gray and Fearing successfully developed an eight-by-eight capacitive sensor array which has a size of less than 1 mm² [12]. Because of its small size and high resolution in detecting force signals, and its adequate distribution over all cells of the array, this sensor is particularly attractive for the integration in miniaturised MIS devices including miniaturised surgical manipulators and catheters.

The use of piezoelectric materials has led to another sensing technique known as piezoelectric-based sensing. If it is well fabricated, a piezoelectric material can produce voltage signals that are proportional to the deformation of the sensing structure. Even a small compression can generate a large output voltage, clearly indicating the sensitivity of this approach. A popular piezoelectric material used for developing tactile sensors is polyvinylidene fluoride (PVDF). For an application in MIS, Sokhanvar et al. employed PVDF to create a grasper that can be used to measures force, its distribution and the softness of the tissue being grasped simultaneously [13]. Due to the simple but effective sensing structure of the employed PVDF film, the prototype design shows a great possibility in miniaturising all of its sensing components to the required scale of MIS.

A further approach to measuring forces that has recently found increased attention is a sensing scheme that is based on optical principles. The main components of such a force sensor are a light source, a modulator and an optical detector. Light is initially generated by the light source and is transmitted to the modulator. This light is then modulated in proportion to the measured force before it is detected by the optical detector. When the modulated light signal is detected at the detector, it is converted into an electrical signal and processed by electronic circuitry for noise filtering, signal amplification and digitisation. Figures 10.1 and 10.2 illustrate recently developed optical-based force sensing devices designed for evaluating mechanical tissue property (e.g., tissue stiffness) during MIS [14, 15]. The device shown in Figure 10.1 consists of a light emitting diode (LED) which is used as a light source, a photodiode mounted on the opposite side of the tool’s shaft and a sphere located at the distal end of the shaft [14].
Fig. 10.1 An optical-based force sensor designed for evaluating mechanical tissue properties during MIS

In use, the sphere is forced slightly out of the shaft by a continuous airflow and pressed against the soft tissue under investigation. Supported by the aircushion, the sphere can be rolled over the surface of the soft tissue in a virtually frictionless manner enabling relatively large tissue regions to be examined rapidly. During this rolling examination, the tissue is indented by the sphere causing the tissue’s counteracting reaction force to displace the sphere slightly along the longitudinal shaft axis. This, in turn, partially interrupts the light projected from the LED to the photodiode. The intensity of the light signal is then modulated in proportion of the tissue interaction force. In this sensing system, the force applied onto the tissue can be varied over a wide range by altering the flow rate of the air passing through the shaft. The output readings from the photodiode are amplified and transferred to a data acquisition system for further processing and analysis.

To overcome the miniaturisation problem in MIS, many optical-based force sensors make use of optical fibres to transmit light over large distances. This approach has the advantage that relatively bulky elements of the overall sensor system (such as light source and photo-detector) can be situated remotely, while the optics near the sensing region where the actual light signal modulation takes place can be miniaturised without too many difficulties. In such systems, the modulator usually contains a reflector which is attached to a flexible part. When a force causes the flexible structure of the sensor system to deform, the reflector position will be changed, causing the light signal used to evaluate the magnitude of the force to be modulated.

Note that carbon dioxide gas which is usually used to insufflate the abdominal cavity during laparoscopic surgery can be used instead of air to generate the required aircushion.
Figure 10.2 (a) illustrates an optical fibre sensor which is designed to perform tissue stiffness investigation during MIS [15, 16]. The sensor operates based on a transmission-receive principle involving two optic fibres; one optical fibre transmits light to a reflector which in turn reflects light to the receiving fibre, as shown in the schematic diagram of Figure 10.2 (b). The reflector is located on a flexible structure or flexure. When a force is applied to the flexure, its structure will be deformed and the reflector will shift aside, causing the intensity of the light received at the receiving fibre to be modulated. This modulated light intensity can then be detected by using an optical detector and a force estimate can be obtained.

An important benefit of optical fibre sensors is that they can be used in conjunction with Magnetic Resonance Imaging (MRI). MRI is one of the numerous medical imaging techniques that offer a number of benefits including detailed soft tissue images with high contrast between different types of tissues. Due to its outstanding capability in providing soft tissue contrast images, it is frequently used in oncological, musculoskeletal, neurological and cardiovascular imaging. However, because MRI is based on the process of using strong magnetic and radiofrequency fields, sensors which operate based on electrical signals cannot be used in the MR-environment. Optical-based sensing systems using optical fibres remain one of the few methods that can be applied in MRI devices or MRI-guided robotic systems [17].
10.3 The Use of Force Sensing in Medical Robotics

10.3.1 Haptic Feedback During Robotic Surgery

The use of force sensing in medical robotics, and especially in soft tissue surgery, is an emerging research field and has been drawing increased attention worldwide. One of the applications of force sensing is to provide haptic feedback during robotic MIS. Haptic feedback represents both cutaneous (tactile) and kinesthetic (force) information, both of which are required to mimic the sensation felt by a human hand [18]. During open surgery and to a certain extent during standard laparoscopic surgery, the surgeon has the ability to gain haptic feedback from the surgical environment and use this information to make diagnostic, therapeutic and interventional decisions.

Currently, the most established medical robot is the da Vinci® Surgical System from Intuitive Surgical. This provides surgeons with 7-degrees of freedom of in vivo dexterity via a teleoperated master-slave configuration. However, while this teleoperated control architecture is ideal for controlling miniature end effectors, it also decouples the surgeon from the surgical site. During any procedure performed with a robot aided surgery system such as the da Vinci Robot, all aspects of haptic feedback are completely absent. In fact, surgeons use the enhanced 3D vision provided by a stereo laparoscope to infer the interaction forces applied to the tissue to compensate for the loss of their sense of touch.

While haptic feedback during robotic surgery is still in its infancy, it has experienced a rapid advance over recent years. Examples include a miniature 6-axis force/torque sensor incorporated into an MIS forceps [19], sensory substitution to provide a visual indication of excessive force without rendering forces to the master console [20] and evaluating sensor/actuator asymmetries by only implementing haptic feedback on specific axes and thus allowing analysis of which forces are critical to the operator and which may be discarded [21].

Key difficulties in incorporating haptic feedback into such a system are the unavailability of sensors capable of measuring forces along each of the seven degrees of freedom and sophisticated control problems in how to intuitively render these to the operator and at the same time maintain system stability. This problem is further compounded by the miniaturisation and sterilisation requirements of minimally invasive surgery. While no suitable force sensor currently exists in a commercial capacity, research is being performed in several areas in an attempt to better understand the problem and overcome existing device limitations [22–24, 28–42].
10.3.2 Soft Tissue Diagnosis Through Tissue Mechanical Property Identification

Besides providing haptic feedback during robotic surgery, another application of force sensing is for biomechanical soft tissue identification, which is an important tool for tissue diagnosis with real prospects of improving the outcome of the surgery.

There are measurable differences in the mechanical characteristics between benign and malignant tissue [22–24]. *In vitro* experiments were conducted to examine the relationship between the pathology and the mechanical properties of prostatic tissues, and to develop a technique for the diagnosis of benign prostatic hyperplasia (BPH) [22, 23]. Results showed that measurable differences exist between the mechanical characteristics of benign and malignant prostatic tissue and that there is a statistically significant reproducible difference in stiffness between prostatic tumour tissue and normal healthy tissue. Additionally, Brock *et al.* reported that the stiffness of cancerous liver tissue is as much as 10 times larger than healthy liver tissue, providing further evidence that significant correlations exist between tissue pathology and mechanical characteristics [24].

Hence, biomechanical soft tissue identification via force measurement can be used to aid surgeons in performing both diagnostic and therapeutic interventions, compensating for the loss of haptic sensing experienced during laparoscopic or robot-assisted minimally invasive surgery.

Biomechanics of Soft Tissue

Non-load-bearing biological soft tissues are well known for their highly non-linear characteristics and viscoelasticity. Many soft tissues are anisotropic, heterogeneous, and nearly incompressible. They have a porous internal structure and variable mechanics depending on the environment such as pH, temperature and health. Due to their viscoelastic nature, they show hysteresis, creep and stress relaxation. Their stress-strain relationship is incrementally non-linear with strain. They exhibit hysteresis loops in cyclic loading and unloading. Under repeated cycles, they show preconditioning which is a steady state where the stiffness and hysteresis stabilise in successive cycles. The biomechanics of soft tissue is time and strain rate dependent. They are difficult to be characterised due to their inherent complexity, the degradation of mechanical properties after death and poorly known boundary conditions [25, 26].

The Modelling of Non-linear Strain-stress Function

Hyperelastic theory is widely used for describing the non-linear strain-stress function of soft tissue. Hyperelastic material is defined as an elastic material which has a strain energy function. The function models the stress-strain relationship of non-linear elastic material, disregarding the deformation history,
heat dissipation and stress relaxation. Fung described the stress and strain relationship using a strain energy function [25]:

\[ S_{ij} = \frac{\partial (\rho_0 w)}{\partial \sigma_{ij}} \quad (i, j = 1, 2, 3) \]  

(10.1)

where \( S_{ij} \) is the stress vector, \( \sigma_{ij} \) is the strain vector, \( \rho_0 \) is the density and \( w \) is the strain energy per unit volume.

The strain-energy function \( \sigma_0 w \) can be written in many forms. Fung defined the 2D strain-energy function as:

\[ \rho_0 w = f(\alpha, \sigma) + c e^{F(b, \sigma)} \]  

(10.2)

where

\[ f(\alpha, \sigma) = \alpha_1 \sigma_1^2 + \alpha_2 \sigma_2^2 + \alpha_3 \sigma_{12}^2 + \alpha_4 \sigma_{11} \sigma_{22} + 2 \alpha_5 \sigma_{11} \sigma_{22} \]

and

\[ F(b, \sigma) = b_1 \sigma_1^2 + b_2 \sigma_2^2 + b_3 \sigma_{12}^2 + b_4 \sigma_{11} \sigma_{22} \]

The variables, \( \sigma_{ij} \), \( b_k \) and \( c \) are constants, \( \sigma_{12} \) (\( \sigma_{21} \)) are the shear strain which could be considered zero when subjected to a 1D compression or stretch, and \( \sigma_{ii} \) is the normal strain.

**The Modelling of Linear Viscoelasticity**

Linear viscoelastic mechanical models are often used to describe the viscoelastic behaviour of biological tissues. The development of the mathematical theory of linear viscoelasticity is based on a “superposition principle” [27]. This implies that the strain at any time is directly proportional to the stress. The general differential equation for linear viscoelasticity is expressed as follows [27]:

\[
\left( 1 + \alpha_1 \frac{\partial}{\partial t} + \alpha_2 \frac{\partial^2}{\partial t^2} + \alpha_n \frac{\partial^n}{\partial t^n} \right) \sigma = \left( \beta_0 + \beta_1 \frac{\partial}{\partial t} + \beta_2 \frac{\partial^2}{\partial t^2} + \beta_m \frac{\partial^m}{\partial t^m} \right) \gamma
\]

(10.3)

where \( n = m \) or \( m - 1 \), \( \gamma \) is strain, \( \sigma \) is stress and \( \alpha_i \) and \( \beta_i \) are constants.

In mechanical models, Hookean elasticity is represented by a spring and Newtonian viscosity is presented by a dashpot. The basic models include the Voigt (spring and dashpot in series), Maxwell (spring and dashpot in parallel), and Kelvin (spring in parallel with a Maxwell) models [25–27]. By adding more elements to basic models, more complicated models can be obtained. In rheological theory, Roscoe described that all models, irrespective of their complexity, can be reduced to two canonical forms as shown in Figure 10.3.
(without spring $k_1$) [27]. Subsequently, Fung added a spring to each of the canonical forms to correct these models for biological soft tissue (shown in Figure 10.3), namely, the generalised Kelvin body and generalised Maxwell body [25].

![Diagram of generalised Kelvin body and generalised Maxwell body]

*Fig. 10.3* The generalised Maxwell body (a) and Kelvin body (b). The springs inside the blocks A and B are added by Fung. The models proposed by Roscoe are without these two springs.

If $\frac{d}{dt}$ is substituted by symbol $D$, then the differential equation of the generalised Kelvin body of order $n + 1$ is [25]:

$$f_{n+1}(D)F = g_{n+1}(D)u$$  \hspace{1cm} (10.4)

where

$$f_{n+1}(D) = f_n(D) \left(1 + \frac{k_{n+1}}{b_{n+1}}D\right)$$

and

$$g_{n+1}(D) = g_n(D) \left(1 + \frac{k_{n+1}}{b_{n+1}}D\right) + k_{n+1} f_n(D)D .$$

The generalised Maxwell Model of order $n + 1$ is expressed as:

$$F = k_1 u + \sum_{i=2}^{n+1} \frac{D}{D/k_i + 1/b_i} u$$  \hspace{1cm} (10.5)
where $F$ is the force, $u$ is the deformation and $k_i$ and $b_i$ are the elasticity and viscosity respectively.

\[ f + \left( \frac{b_1}{k_1} + \frac{b_2}{k_2} \right) f + \frac{b_1 b_2}{k_1 k_2} f = \left[ P(u) b_1 + Q(u) b_2 \right] u + \left[ P(u) \frac{b_1 b_2}{k_2} + Q(u) \frac{b_1 b_2}{k_1} \right] u. \]  
\[ (10.6) \]

Under constant deformation $u$, the stress relaxation of the non-linear viscoelastic model is expressed as:

\[ f = P(u) k_1 y e^{\frac{k_1}{b_1}} + Q(u) k_2 y e^{\frac{k_2}{b_2}}. \]  
\[ (10.7) \]

Under linear deformation ($u = Ht$), the predicted tissue response is given as:

\[ f = P(Ht) k_1 H \frac{b_1}{k_1} \left( 1 - e^{\frac{k_1}{b_1}} \right) + Q(Ht) k_2 H \frac{b_2}{k_2} \left( 1 - e^{\frac{k_2}{b_2}} \right). \]  
\[ (10.8) \]
The developed model has been evaluated both statically and dynamically with different strain rates and cyclic loading/unloading conditions (Figure 10.5). By comparing simulation results and measured experimental data, it has been concluded that the proposed model is robust for modelling both static and dynamic indentation conditions [29].

**Soft Tissue Diagnosis Through Tissue-instrument Interaction**

Traditionally, the mechanical properties of soft tissues have been studied via force measurement from uniaxial tissue-tool interaction. A number of empirical formulae have been developed to predict the stress-strain characteristics of soft tissue indentation and to estimate the forces during soft tissue penetration [30–34].

More complex finite-element (FE) analyses have also been carried out to simulate 1D soft tissue deformation [35–39]. While these approaches are effective in a localised setting, they are incapable of providing a comprehensive overview of mechanical properties of tissue samples due to the tissue's heterogeneous and anisotropic nature [40].

In order to effectively diagnose tissue properties during robotic MIS or, more importantly, to indicate the presence of an underlying abnormality, a large area of an organ must be examined under reasonably constant conditions. One subset of research which aims to achieve a better insight into the mechanical properties of soft tissue organs despite their inhomogeneity is that of “Mechanical Imaging”. This is a new technology of medical diagnostics in which internal structures of soft tissue are visualised by sensing the mechanical stresses on the surface of an organ using tactile sensor arrays [40]. In contrast to other existing imaging modalities which use sophisticated hardware such as MRI or CT, current mechanical imaging devices only require a tactile sensor array and a positioning system. There are currently two applications of such a device being developed for the diagnoses
of breast [41] and prostate cancer [42]. In both of these cases, palpation has proven to be an effective method for detecting and monitoring pathological changes.

![Figure 10.6](image)

**Fig. 10.6** Wheeled force-sensitive probe in *ex vivo* liver experiments. The probe is attached to a robotic manipulator and rolled over the tissue. The indentation depth is kept constant during the experiment.

While the results from both cases illustrate that tactile sensor arrays have potential as diagnostic tools, their adaptation to MIS is difficult due to the problems associated with miniaturisation and sterilisation.

Recent experimental studies show that the sensitivity of irregularity detection within a soft tissue can be increased by performing rolling indentation across the surface of a tissue sample using a wheeled force-sensitive probe (Figure 10.6) [28]. Moreover, by using multiple rolling paths to cover a large area, the inhomogeneity of the mechanical properties of the selected area can be mapped in form of a mechanical image [16]. This image can be used to either visualise the internal structure of the soft tissue and thus to identify abnormal tissue regions (Figure 10.7) or characterise the mechanical soft tissue properties in terms of their geometrical stiffness distribution (Figure 10.8) and force-tissue deflection characteristics.
Fig. 10.7 Mechanical image (a) from rolling indentation on a silicone phantom (b)

Fig. 10.8 The geometry of the stiffness distribution of a liver sample; the indentation depth during this rolling experiment was kept at a constant value of 5 mm. The units on the colour bar are in Newtons.

Compared to uniaxial tissue-tool interaction, the primary advantage of the rolling indentation is that instead of performing a series of discrete measurements, the probe allows for the continuous measurement of the underlying mechanical response of the tissue as it rolls over the surface of an organ. This allows for rapid coverage of a surface and enhanced sensitivity to tissue irregularities. As only a force-sensitive probe and positioning system are required, the adaptation of the wheel-rolling indentation into robotic MIS is promising.
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11.1 Introduction

Systems are becoming more and more complex and there is an ever increasing need to address all relevant issues beginning with the initial conceptual design stage. If a complex system having precision mechanical components, electronic circuitry and control software is considered in detail, it is appreciated that there is a close relation and interaction between these elements in the system. Consider a complex mechatronic system having all of the aspects referred to above and which is going to be used in association with a complex biological system. In this case, there needs to be a close relationship with and interaction between the biological system and the mechatronic system, requiring that a biomechatronic approach is adopted in its design and development. Such an approach could also be used in other instances such as the design and development of complex mobile robots\(^2\). The human body combines intelligence with sophisticated sensors and actuators, making it the most logical source of inspiration and study when designing and developing many intelligent systems.

In this chapter, an overview will be given of biomechatronics and the approach to the design and development of intelligent systems. As the case study is that of lower limb prosthetics, a brief description is given of human lower limb functions. Prosthetics are then reviewed and analysed as an example of a biomechatronic system.

---

1 University of Leeds, UK
2 See Chapter 9.
11.2 Biomechatronics and Biological Systems

Nature has always been a source of inspiration for technological development [1]. However, due to limitations in science and engineering, only relatively elementary successes could at first be achieved. In recent decades, advances in micro and nano technologies and a better understanding of biological systems have opened up new and exciting windows into the design and development of systems which mimic their biological counterparts. The term bionics was coined by Jack E. Steele in 1958 [2] and it is defined as:

The application of biological methods and systems found in nature to the study and design of engineering systems and modern technology… and the study of systems which function after the manner of or in a manner characteristic of or resembling living systems [2, 3].

Other terms have also been used in recent years such as biomimetics or biomimecry which refer to a branch of science...

...that studies nature, its models, systems, processes and elements and then imitates or takes creative inspiration from them to solve human problems by modelling on or in some way resembling a natural biological structure, material, or process [4, 5].

The introduction of these terms and the use of biological systems as models for the design and engineering of complex systems demonstrate that scientists and engineers are paying attention to and learning from biological solutions.

11.2.1 Biomechatronics

Biomechatronics refers to a subset of mechatronics where aspects of the disciplines of biology, mechanics, electronics and computing are involved in the design and engineering of complex systems to mimic biological systems. It is defined as:

An applied interdisciplinary science that aims to integrate mechanical elements in the human body, both for therapeutic uses (e.g., artificial hearts) and for the augmentation of existing abilities [6].

In illustration, consider the following:

• an intelligent prosthetic hand or leg with functionality similar to a biological hand and leg;
• an artificial eye to help blind people to see;
• an artificial hearing device to help deaf people to hear.

For each of these to become possible, advances are required in sensors, actuators and intelligent control, and even more importantly, in the interface between these systems and the brain and nervous system.
11.2.2 The Human Body

The human body consists of about 100 trillion cells. Each of the body’s organs has a specific function and the interest herein is particularly focused on the musculoskeletal and nervous systems [7]. In the human organism, all motions are due to only one type of action, the contraction of muscles. Consider the bending of the arm. This is achieved by use of the biceps and triceps muscles [8] to move the elbow in flexion (motion that reduces the angle between two parts) and extension (the opposite of flexion) respectively.

Meanwhile, the nervous system collects and analyses information about the environment and internal body functions, and is responsible for the control and coordination of those functions. The aspects of the nervous system which are of interest in here include the central nervous system and the peripheral nervous system, including the nerves outside the brain and the spinal cord [9].

A human brain consists of about $10^{11}$ highly interconnected neurons, forming a fast parallel processing network. Information processing in humans is thus based on a large number of simple processors. The sensory system is of great complexity in its own right. Thus, the skin, amongst its other functions, forms a complex distributed sensing surface for the sensing of force, temperature and humidity.

In the human body, a complex system consisting of intelligent control, highly distributed sensors and actuators can thus be observed. Examination of this and other similar systems is believed to help in the design and development of biomechatronic systems with particular reference to those which have direct interaction with the biological system.

11.3 Prosthetics

Although prosthetics may be used to refer to artificial body parts, it primarily defines that branch of surgery dealing with the making and fitting of such artificial body parts [10]. Here, the emphasis will be on lower limb prosthetics.

The main purpose of lower limb prostheses is to provide the amputee with an artificial limb in order for them to be able to perform functional tasks and, in particular, ambulation or walking and may be used for any or all parts of the lower extremity (leg). Different levels of lower limb amputation include partial foot, ankle disarticulation (through ankle amputation), below the knee (transtibial), knee disarticulation, above the knee (transfemoral) and hip disarticulation.

---

3 The musculoskeletal or locomotor system consists of bones, joints and muscles, and is associated with movement. Bones are attached to each other by joints and skeletal muscles to bones by tendons.

4 The brain and spinal cord
Referring to the foot-ankle assembly, this should provide a base of support during standing and walking. Further functions needed for walking on even and uneven terrains include, for example, shock absorption and push off.

The shank then refers to the anatomical lower leg between the foot and the knee. The ankle-foot assembly is connected to the socket using the shank, which can be endoskeletal (with inside shank) or exoskeletal. The socket is the interface between the artificial limb and the residual limb, and distributes pressure around it. Suspension devices are used to keep the prosthesis firmly in place and make them comfortable for different functions.

For transfemoral amputees, the prosthesis should include a prosthetic knee, something which is itself a complex unit and is expected to support, as much as is possible, the functions of a biological knee to allow bending and straightening, and to provide stability during load bearing. Prosthetic knees are generally available as single-axis, polycentric, weight-activated, manual-locking, hydraulic and pneumatic units [11].

Fig. 11.1 The human body [11] (a) anatomical positions, (b) movements of hip and knee, and (c) ankle, toe and foot
11.3.1 Human Locomotion

One of the most important functions of the lower limb prostheses is to provide the amputee, as much as is possible, with the ability for normal locomotion. In discussion of the motion of the leg, there are a number of commonly used terms and references and these are illustrated in Figure 11.1 [13].

Human Locomotion Analysis

Gait or walking is defined as:

- A coordinated action of the neuromuscular and musculoskeletal systems. The coordination of muscle contraction, joint movement, and sensory perception allow the human body to move in the environment [12].

In terms of a biomechatronic system, it may be considered as four coordinated actions:

- calculation and analysis of some data by the central processing unit;
- preparation of the required signals to be sent to the actuation mechanism;
- actuation;
- sensing and preparation of signals to be fed back to the central processing unit.

In analysing human locomotion, the gait cycle is divided into two main periods: stance and swing. Stance refers to the period when the foot is in contact with the ground (~ 60% of the cycle) and the swing is then the time when the foot is in the air (~ 40% of the cycle). The gait cycle can also be considered in terms of functional tasks including weight acceptance, single-limb support and limb advancement or described in terms of phases as Initial Contact (IC), Loading Response (LR), Mid Stance (MSt), Terminal Stance (TSt), Pre Swing (PSw), Initial Swing (ISw), Mid Swing (MSw) and Terminal Swing (TSw). Figures 11.2 and 11.3 show the details of these. The loading response of the body during normal walking is then illustrated in Figure 11.4 which shows the force variations during stance period from initial contact (IC) to when the toe is off the ground (TO) [14].

Fig. 11.2 The gait cycle in normal human locomotion [15]
Walking is considered as the translation of the centre of mass through space in a way that requires the least energy expenditure. Six determinants or variables that affect this energy expenditure and hence the mechanical efficiency of walking have been identified. These are variations in pelvic rotation, pelvic tilt, knee flexion at mid stance, foot and ankle motion, knee motion and lateral pelvic displacement [15, 16]. Other issues to be considered include motion or kinematics, forces that create the motion, i.e., kinetics, ground reaction and muscle activities.

Kinematics deals with movement without taking into consideration the forces and torques which cause the motion. In human locomotion, linear and angular displacements, velocities, accelerations and decelerations are analysed. Systems are available to capture and analyse the motion of an individual’s lower and upper extremities, pelvis, truck, and head during ambulation.

Kinetics is the study of forces that cause movements. In human walking, these are divided into two categories; internal forces which include muscle activity, ligamentous constraint, friction in muscles and joints and external forces including the ground reaction forces. These latter comprise the three components of vertical force, fore-aft shear and medial lateral shear. Joint movement is usually calculated around a joint centre. Therefore, a net knee extensor moment suggests that the knee extensor muscles are dominant and generate higher moments than the knee flexors. The joint angular velocity can also be measured and the product of joint moment and joint angular velocity will give a measure of power at the joint.

Electromyography (EMG) is used to measure muscle activity. There are two methods available: the non-invasive form using surface electrodes to collect muscle signals and the invasive form where fine wire electrodes (about 50 micron)
which are inserted into the muscle to precisely monitor activity. Figure 11.5 then illustrates the vertical reaction force during slow walking, normal walking and running in the five phases of the stance limb [15–20].

![Graph showing vertical reaction force during different phases of gait]

**Fig. 11.5** Vertical reaction force during slow walking, normal walking and running [16]

**Impaired Locomotion**

Accurate and comprehensive analysis of normal human locomotion provides a model against which abnormal or impaired locomotion can be compared. This helps in understanding and diagnosing specific gait problems in amputees and hence not only how to help the patient, but to feedback into the design and development of more effective prostheses [20, 21].

### 11.3.2 Current Prosthetics

**Materials**

Materials to be considered in prosthetics are the structural materials used for strength and durability as well as some functionality and those used to give prosthetics a lifelike natural body appearance (cosmesis).

Weight has always been an issue with prosthetic devices and weight reduction, strength and functionality are the goals of prosthetic fabrication. Metal is mainly used for rotating components where as aluminium is an alternative to the steel that is used conservatively for smaller components. Titanium is more expensive, though due to its biocompatibility, it is considered for some aspects of prosthetic devices.
The advent of thermoplastics and their use for structural components was considered to be a breakthrough in prosthetics fabrication. Polypropylene in rigid form is used for structural support and polyethylene, being more flexible, is used in the prosthetic interface with the residual limb to provide a more comfortable and adjustable socket. Copolymers which can be heated and reshaped after initial fabrication to accommodate, for example, the changes in the residual limb, are also of increasing importance.

The use of carbon fibre composite materials is central to current prosthetics. The advantages of composite materials include extremely strong and light weight, simpler and less expensive alternatives to steel, aluminium, titanium and magnesium, greater resistance to corrosion, greater flexibility, impact resistance and vibration damping. They are also extremely resilient and show superior performance in a wide range of temperatures. The advantages of such new materials are savings in a patient’s energy expenditure and an improved and more comfortable fit. Clinical studies have confirmed many aspects of these improvements [21–23].

Traditional prostheses used to be fabricated mainly in order to restore motor function; however, today’s prosthetics are more lifelike with freckles, veins and hairs. Some attempts have also been made to simulate the three dermal layers of skin. Standard cosmeses are made from silicon, PVC (Polyvinyl Chloride) and urethane. The expected characteristics of these materials include being lifelike, stain resistant, flexible, tear resistant, resistant to extreme temperature and sun damage, having no moisture absorption and no reactions with the patient’s body.

By using technologies such as 3D high-resolution scanning and 3D printing, a replica artificial limb can be produced by reversal of the sound limb to very fine levels of detail. For example, even finger prints can be present in the case of a prosthetic hand. The methods used to attach cosmeses to the artificial limb include adhesive, suction and form fitting or a combination of these. Sleeve type products are also used which can be heated to shrink, fit and form the body part [24].

Sensors

The two main sensory aspects of the human body relevant to locomotion are proprioceptors and mechanoreceptors. Proprioception may be considered as self sensing [25]. In medical terms, it refers to:

A sense or perception, usually at a subconscious level, of the movements and position of the body and especially its limbs independent of vision; this sense is gained primarily from input from sensory nerve terminals in muscles and tendons (muscle spindles) and the fibrous capsule of joints combined with input from the vestibular apparatus.

A vestibular apparatus provides some sensory input in relation to balance. In the limbs, proprioceptors are sensors that provide information about position of the limb in space. Mechanoreceptors are those [25]:

...that respond to mechanical pressure or distortion; ... e.g., touch receptors in the skin.
During locomotion, signals from the brain based on intent are sent to muscles to provide actuation. There must also be a feedback loop to the brain to provide information on limb position and from the environment such that a totally adaptive locomotion can be achieved. For example, walking gait and patterns are different for different terrains. In current prosthetic devices, sensors are used to provide feedback to an on-board microprocessor, and by use of relevant algorithms, to provide as much adaptive locomotion as possible. Typical sensors include:

- accelerometers;
- gyroscopes to measure angular orientations and angular velocity;
- load cells to measure force;
- angular displacement or bending sensors to measure joint angles during walking. These can also be used to measure angular velocity.

**Actuators**

Human muscles have a number of interesting functionalities such as the generation, consumption and transmission of force as well as energy storage. Currently, there are no actuators which completely mimic human muscle functions. However, research towards new polymeric materials is ongoing. These relatively new materials could be used as artificial muscles that exhibit more muscle-like functionality.

Lower limb prosthetic devices currently on the market are mainly based on passive components. Attempts have been made to manufacture powered knee and ankle prostheses, and recent years have seen some of these devices becoming available. Actuators currently used in prostheses include:

- hydraulic actuators, mainly as a passive device for damping;
- pneumatic actuators, mainly as a passive device for damping;
- DC motors;
- hybrid actuators (e.g., hydraulic and pneumatic).

New generations of actuators are also being tested for prosthetic devices. Examples of such actuators include:

- magnetorheological actuators;
- series elastic actuators.

In magnetorheological actuators, a smart fluid referred to as magnetorheological fluid is used in which there are suspended microsize magnetic particles. By applying a varying magnetic field, the apparent viscosity of the fluid can be varied. This means that actuator force can be controlled by controlling the applied magnetic field [26].

A typical example of a series elastic actuator is shown in Figure 11.6. Such a configuration offers a number of advantages including greater shock tolerance,
lower reflected inertia, more accurate and stable force control and more importantly, for certain applications, the capacity for energy storage [27].

![Series elastic actuator configuration](image)

**Fig. 11.6** Series elastic actuator configuration

**Intelligent Control**

Normal human walking on different terrains requires adaptation of the locomotion system to the environment. In order to achieve this adaptation, an intelligent control system should continuously monitor the state of the relevant limbs, collect information from the environment and, after analysing the received information, provide the appropriate commands to ensure appropriate gait and stability.

Advances in microprocessors in terms of speed and the availability of memory coupled with developments in artificial intelligence have provided an opportunity for more intelligent prosthetic devices to be designed and manufactured. Recent prostheses are using such advances to provide end users with systems that can, to some extent, adapt to the user’s gait in different terrains.

**Transfemoral Prostheses**

Transfemoral prostheses are intended for above knee amputees and therefore include knee and ankle-foot components. As the knee is a complex part of the human locomotion system, above knee prostheses are themselves much more complex in terms of design and development when compared to the transtibial prostheses used by below- knee amputees. Typical current prostheses are shown in Figure 11.7.

![Typical above knee prostheses](image)

**Fig. 11.7** Typical above knee prostheses (a) Smart adaptive knee (Blatchford) [28], (b) C-Leg (Otto Bock) [29], and (c) Rheo Knee (Ossur) [30]
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Transtibial Prostheses

Transtibial prostheses are intended for below knee but above the foot amputees. These amputees are more likely to achieve normal locomotion as the knee is already intact. Typical below knee prostheses are shown in Figure 11.8.

Research and Development

Current products are the result of many years of research and development. In this section, the principle idea is to follow through the research and development stages to appreciate how a biomechatronic approach could be adapted in the design and development of intelligent prosthetic devices in order to help amputees regain normal locomotion.

System Design and Development

System development starts with a clear description of requirements which will then be translated into system specifications. For lower limb prosthetic devices, the ultimate aim is a system that mimics human locomotion including all aspects of functionality and appearance. Just considering the functionality, system requirements may be summarised in general terms as follows. The system should:

- provide normal locomotion;
- interact with the user;
- be comfortable;
- adapt to different terrains and environments;
- be energy efficient.

Translation of these requirements to engineering system specifications is not trivial. Research is needed to clearly understand normal human locomotion and how the biological system adapts itself to various terrains and environments. Such research into normal and pathological human locomotion [19, 20] has greatly helped the design and development of new generations of prosthetic devices. The testing and evaluation of these systems on amputees and the feedback from the
various parties involved have also helped in system development and refinement. Figure 11.9 illustrates the general steps involved in system design and development from initial stages to final validation and approval. It should be noted from the figure that all the stages of conceptual design, testing and validation of that as well as detailed design and prototyping involve a number of iterations before the final product satisfies the specifications and the requirements.

![Diagram](image-url)

**Fig. 11.9** Steps involved in system design and development 5

**Specific Requirements**

Considering the phases of normal human locomotion described earlier, the requirements for an intelligent lower limb prosthesis based on the use of controlled damping devices can be detailed and expressed as a set of system design criteria for stance and swing control. These may be stated as [32, 33]:

- It should be able to provide stance phase support with a variation of resistances from free swing to high yield in order to complement the needs of different amputees under all conditions.
- It should have variable resistance during the swing phase to optimise heel rise for the entire walking speed range with an extension bias that is dependable whatever the walking speed.
- It should be possible to adapt the knee to the specifics of the individual user and thus be capable of a set of preprogrammable variables. These are stance control settings for walking, standing and ascending or descending ramps or stairs.
- It should have programmable resistance for stumble control to suit different levels of safety and security thus enabling users to recover from a stumble naturally.
- The swing phase control should be programmable for varying walking speeds, covering the entire walking speed range of an individual.

---

5 The stages are shown separately here for simplicity. In practice, there would be a high degree of concurrency.
• Independently from the other stance and swing phase control settings, it should allow for different weights of footwear, damping of inertia and terminal impact through an adjustable extension cushion.

System Development

Early systems provided a hinge at the knee joint and then these hinge-type prostheses were modified to allow for foot dorsiflexion during knee flexion. Damping mechanisms for the knee rotation (mechanically passive knees) were then added and recently, electronically controlled systems have been introduced as adaptive systems with some built-in intelligence.

Adaptive prostheses can be divided into two categories; the first group of which are programmable and require that parameters be set for a particular user. Such devices, though better than predecessors, cannot autonomously adapt themselves to different terrains and walking. The second group of more intelligent adaptive prostheses can automatically adapt to different users and different environments by using sensory feedback mechanisms. The advantages of adaptive systems are [33]:

• they control the resistive torque or damping about the knee joint;
• can detect stumbles and other pathological behaviour and adapt;
• can provide more natural gait by using a sensory system to detect early and late stance;
• can help with overall shock absorption through provision of a more normal gait;
• can provide different levels of damping during the swing phase and also optimise damping levels at different walking speeds;
• they can detect conditions such as standing, sitting down and ascending or descending stairs and adapt accordingly.

Transfemoral Prosthesis

A commercial example of an adaptive system is Blatchford’s Intelligent Prosthesis (IP+) [28] which is stated to be capable of adapting to various modes of locomotion and also optimises the hip power available to the amputee. It is also stated that:

The prosthesis provides stance control ranging from minimal resistance to yielding lock, capable of detecting level walking, ramp descent, stair descent, standing and instances of stumble. The stance resistance is set to preprogrammed levels for each mode which matches the user’s level of control [28].

Figure 11.10 shows some details of the passive control of the adaptive prosthesis. The prosthesis has been tested on many users and the feedback has been used to refine the system.
An example of a user-adaptive system is a magnetorheological knee prosthesis developed at MIT\(^7\) \[33\]. System design and development requirements include:

- understanding of normal human locomotion;
- components required for the intelligent prosthesis;
- algorithms needed for the control of the prosthesis;
- development, testing and verification.

The system as developed contains a magnetorheological (MR) actuator, angle and strain gauge force sensors, and the required electronic circuitry and battery. A rotary potentiometer at the knee joint is used to measure angular position (knee flexion angle) which can be differentiated to provide the knee angular velocity. Knee angular velocity was then used to determine whether the knee was flexing or extending. Force sensors were used to measure axial force to determine whether the prosthetic foot was on or off the ground. The force sensors were also used to measure knee torque. A microprocessor was utilised to control the device.

---

\(^6\) A microprocessor adjusts the swing rate to compensate for the change of walking pace. The stepper motor controls air flow at a pre–determined position in the swing to create sufficient air resistance in order to restrict excessive flexion of the knee. The compressed air then provides assistance in quickly extending the knee for heel strike \[32\].

\(^7\) Massachusetts Institute of Technology
To develop the control algorithms for such prostheses, five normal walking phases and the corresponding changes in the knee angle as illustrated in Figure 11.11 are typically considered. These five phases of normal human walking can then be used to establish five corresponding systems states, enabling a state machine controller to be used with the prosthesis.

After an initial system evaluation, the prosthesis must be clinically evaluated. Trials using both commercial non-adaptive and the developed adaptive prostheses establish the differences between these systems. Results obtained suggest that a user-adaptive prosthetic system with local mechanical sensors could help amputees to achieve more normal walking by adapting knee damping values to match the amputee’s gait requirements.

Transtibial Prostheses

Below-knee prosthetic devices have tended to be essentially passive systems with their mechanical properties remaining largely unchanged during walking. As such, they cannot provide the functions of a natural ankle and foot and readily adapt to different speeds and terrains. Recently, below-knee prostheses have been and are being developed to incorporate more intelligence and be capable of mimicking human ankle-foot behaviour.

Transtibial amputees using passive prosthetic systems usually experience problems such as non-symmetric gait patterns, slower self-selected walking speeds and higher gait metabolic rates. Research into human locomotion has shown that the metabolic power in transtibial amputees is 20 to 30% more than that for able-bodied individuals. The human ankle performs more positive mechanical work than negative, though passive prostheses do not have the ability to provide net positive work [34].
The development of an active ankle-foot prosthesis to mimic human ankle-foot during walking should therefore follow a process that would:

- establish requirements and specifications for the prosthesis based on studies of human motion and biomechanics;
- design, model and simulate the proposed mechanical system;
- test and verify the mechanical system;
- design the required control system aimed at mimicking human gait;
- test and verify the control system;
- carry out clinical trials;
- carry out system refinements based on the trials results;
- verify system performance.

![Fig. 11.12 Ankle-foot relationships in normal human walking [after 34]](image)

Considering an average person and the weight of the ankle-foot, the peak power and torque output requirements at the ankle during walking can be established. A biomechatronic system design approach can then be adopted to address the system challenges as well as the control strategies required to fulfil the specifications.

As indicated, in order to establish system requirements, it is necessary to review human walking, focussing on the biomechanics of the ankle. Figure 11.12 illustrates the ankle-foot relationships in normal human walking. From this, the system specifications can be established along with a model for the torque-angle relationships found in normal human walking as shown in Figures 11.13 [34].
Based on the above models and the relevant analysis of the foot-ankle in normal human walking, the system specifications could then be along the lines of the following:

**System Specifications**

- The prosthesis should be of a weight and height similar to the intact limb.
- The system must deliver the required instantaneous output power and torque during push-off as suggested by Figure 11.13.
- The system must be capable of changing its stiffness as dictated by the quasi-static stiffness relationships of an intact ankle.
- The system must be capable of appropriately controlling joint position during the swing phase.
- The prosthesis must provide sufficient shock tolerance to prevent any damage to the mechanism during the heel strike.

Using the available data and system specifications, the parameter values can then estimated for the system. An illustration of a powered ankle-foot prosthesis based on the above and using a series elastic actuator, and based on developments at MIT and elsewhere, is shown in Figure 11.14. The mechanical elements involved in this system include:

- a high power output motor;
- a ball screw transmission element;
• a series spring;
• a unidirectional parallel spring;
• a carbon composite elastic leaf spring prosthetic foot.

The elastic leaf spring foot is used to emulate the function of a human foot to provide shock absorption during foot strike, energy storage during the early stance period and energy return in the late stance period.

Using computer based modelling and simulation methods, a comparison can be made of the joint torque/power-speed characteristic of the prosthesis and that of the normal human ankle during walking. This can then be supported by experiments in order to enable a comparison to be made between the experimental results and the simulation to verify the system.

For the control aspects of the system, various approaches can be considered including [35, 36]:

• a biomimetic EMG-controller;
• a neural Network EMG-controller;
• a hierarchical control with intent recognition.

Body motions in normal motion are controlled by the signals sent to various muscles. The challenge in controlling the prosthetic system is therefore how to measure and respond to the amputee’s movement intent. One approach is to use electromyographic (EMG) signals measured from the residual limb as control commands. These are then usually used as discrete or binary levels of motion control. However, daily activities require continuous limb movement control. The difficulties with using EMG signals are that they are non-linear and have non-stationary characteristics.
In the case of a prosthetic limb, EMG signals from appropriate muscles could be collected and processed to estimate the intended movements. Based on this interpretation, the system should then provide the required command signals for the powered ankle-foot prosthesis to mimic human ankle-foot motion behaviour [35].

For a neural network based EMG-controller, the following strategy could be adopted based on the use of a standard multilayer, feed-forward neural network in which case:

- The inputs would be in the form of preprocessed EMG signals from the residual muscles.
- The structure of the network would be determined experimentally.
- The network would be trained using a standard back-propagation training algorithm.
- The output of the network would then be the estimated ankle position.

Results suggest that a biologically-motivated, model based approach may offer some advantages in the control of active ankle prostheses [35, 36].

The above discussion of the processes associated with the design and development of more intelligent prosthetic devices shows that studying and understanding human locomotion is key to the design and development of intelligent systems that should mimic the functionality of the human body. Adapting a biomechatronic approach from early stages of design could greatly produce a more successful outcome for future devices.

### 11.3.3 Future Prosthetics

The development of more intelligent prosthetic devices is likely to be associated with developments in areas such as:

- the understanding of human locomotion;
- improvements in interfacing to and supporting interaction between the nervous system and prosthetic devices;
- the development of new types of actuators, e.g., artificial muscles, to mimic human muscle functions;
- the development of new soft sensors;
- the enhanced integration of prostheses with human anatomy.

Extensive studies of human locomotion have been carried out. However, these studies are mainly carried out in laboratory environments and on relatively small numbers of subjects. The era of high-speed processing, large memory capacity, micro and nano technologies and new developments in sensors will allow even more comprehensive studies to be carried out on various human functions outside laboratory environments without interfering with daily activities. An example
would be research in soft sensing [37–41] and the ultimate integration of small wireless devices into clothing to monitor human locomotion in various terrains and environments. Such data, coupled with more advanced analytical methods, will enhance our understanding of normal human locomotion which in turn will support the design and development of more advance intelligent prostheses.

A current issue with prosthetic devices is that there is no direct interaction between these devices and the human nervous system. Prosthetic devices, as part of the human body, should ideally receive control signals from the nervous system based on user intent. There should also be feedback to the brain similar to proprioceptor and mechanoreceptor signals. Research is addressing this issue as for instance with intelligent myoelectric upper limb prostheses using the targeted muscle reinnervation control scheme [42]. This is based on transferring the residual nerves of amputees to spare muscles in or near the residual limb, making additional muscle signals available for multifunctional prostheses. More degrees of freedom and higher speeds have been reported for these systems.

The further development of such techniques can produce even more independent signals to be used for myoelectric prosthetic control. A similar technique is also being tested to provide feedback to the amputee [43]. Development of neural control interfaces will greatly improve the future prosthetics. Advances in microelectronic systems coupled with a better understanding of the human nervous system and development of mathematical algorithms will allow the development of close-loop brain-machine interfaces. This should help the bidirectional interaction between prosthetic devices and the human nervous system [44].

Electroactive polymers are currently being developed for use as artificial muscles. Two categories of EAPs are Electric EAPs and Ionic Polymer Metal Composite EAPs. The vision for the future is that these materials may be used as artificial muscles based on their characteristic being close to biological muscles. Specific characteristics of EAPs include resilience, quiet operation, damage tolerance, and large actuation strains (stretching, contracting or bending). The advantages gained by using these materials are that they may eliminate the conventional mechanical components such as gears and bearings which add weight and cost, and increase the failure rate. Certain EAP materials also provide more lifelike aesthetics. It is also envisaged that biomimetic prosthetics could be developed using EAP materials [45, 46].

Electroactive polymers such as Ionic Polymer Metal-Composites (IPMCs) may also be used as sensors and a number of applications especially for micro-nano distributed sensors have been proposed. One typical application of IPMCs is as soft polymeric bend sensors. Research is being carried out to use these EAPs for monitoring ambulatory activities in certain patients [47]. EAPs may also be used in future prosthetic devices for sensing purposes.

Another area under development is the direct fixing of prosthetic devices to bone which is referred to as osseointegration. A titanium rod is screwed into the bone of the residual limb and the prosthesis is attached to the protruding rod. In an
ideal case, this should result in a biohybrid approach. It is claimed that this technique may help improvement in the amputee’s perception of the environment which in turn may improve future prosthetic devices [44].

11.4 Conclusions

This chapter provided an introduction and overview to intelligent prosthetics. In order to design and develop such intelligent devices, it was suggested that a biomechatronics approach should be adapted. As the first step, a study of human locomotion is required and this was very briefly considered. Current prosthetic devices are mainly based on passive components and recently more intelligent commercial devices with microprocessor-controlled active components have appeared in the market. The development of sensors, actuators and machine intelligence can greatly speed up the design and development of more intelligent prostheses to mimic normal human motion. Examples of research and development in this area have been briefly discussed.

The future of prosthetic devices will see the use of a new generation of sensors and actuators, and more intelligent control. Particular research and developments include artificial muscle actuators and direct interfaces between the human nervous system and prosthetic devices.
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12.1 Introduction and Background

Education in mechatronics is a relatively new discipline in engineering education, as is mechatronics itself. At the first developmental stages about 30–35 years ago, the content of courses and programs in mechatronics formed spontaneously and were primarily based on the developer’s professional experience. As a rule, mechatronics courses were initiated independently by professors in mechanical or electrical and computer engineering departments. In the case of the former, this was generally through the inclusion of courses on microprocessors and control within a primarily mechanical engineering programme while in the latter, the primary emphasis tended to be on the electrical and electronic components of mechatronic systems. This divergence of approach is consistent with the evolutionary structure of mechatronics shown in Figure 12.1.

During the 1990s, mechatronics became a common elective course and frequently, also a required course in many undergraduate mechanical engineering systems worldwide [1]. Nevertheless, during that time, in the overwhelming majority of cases, engineers resorted to mechatronics as a part of their work, meaning that it was essentially self-taught. As a rule, this occurred, and still is occurring, due to collaborations between mechanical, electrical and computer

---

1 Lawrence Technological University, USA
2 See also Chapter 1 – Introduction, Figure 1.1
engineers. This often resulted in a ‘trial and error’ manner of doing things since the engineers involved had different backgrounds, and indeed often used different engineering terminologies\(^3\).

Gradually, the discipline of mechatronics evolved as modifications to engineering courses in existing engineering programs to the creation of new degree programs in mechatronics, culminating in the creation of organisations devoted exclusively to the field of mechatronics [2, 3]. This process was to a large extent propelled by active scientific studies in the field of mechatronic systems. Analysis reveals that integration of various teaching courses into mechatronics took place in the research activities of some of the American universities that have established research laboratories in this field, including:

- Mechatronic Laboratory at MIT;
- Advanced Mechatronics Laboratory in Carnegie Melon University;
- General Robotics, Automation, Sensing and Perception [GRASP] Laboratory in the University of Pennsylvania.

Gradually, the establishment of research laboratories in mechatronics inevitably led to creating courses and curricula in this field [4–6]. Mechatronics became increasingly more popular as an academic programme during the period from the 1990s to date [1, 7–12]. Programmes at both undergraduate and graduate levels are becoming more popular and flourishing in Europe, Asia and America\(^4\). More than 100 research and educational institutions in mechatronics belong to the International Network of Mechatronics Universities [13]. The goal of the network is to exchange experiences in mechatronic research and education.

Although nearly 20 American universities (see Table 12.1) participate in this network, there remains a general lack of comprehensive educational programmes in mechatronics in the US. Very few universities offer educational programs in the field, further, not many industrial enterprises, even those associated with mechatronic systems, are ready to accept degrees in mechatronic systems engineering as an important addition to traditional degrees.

In general, mechatronic systems are usually classified as a function of the dimensions of the objects, i.e., of the systems themselves [14]:

- conventional and miniscale mechatronic systems;
- Micromechatronic systems (MEMS);
- Nanomechatronic systems (NEMS).

This approach to systems classification could also be introduced into mechatronic education programmes. This is because the set of courses in a programme is significantly determined by the physical nature of the systems that

---

\(^3\) See also Chapter 3 – The “Revolution”: A Small Company Revived, Section 3.1

\(^4\) Note that there are differences in terminology between different countries. Thus in the US, a course is an element within a degree programme which itself may be structured around a series of modules in which courses are brought together. Whereas in the UK and elsewhere, individual subject modules are combined to create a degree course.
are investigated\(^5\). It can also be argued that the three groups overlap and support each other. Thus, at the lowest level of a large-scale system, such as automotive NEMS technologies, the following level will certainly see MEMS and so on. Each level can still be described in mechatronic terms, as can the complete system.

**Table 12.1** North American Universities that participate in the International Network of Mechatronic Universities

<table>
<thead>
<tr>
<th>California Polytechnic State University, San Luis Obispo</th>
<th>San Diego State University, San Diego</th>
</tr>
</thead>
<tbody>
<tr>
<td>California State University, Chico</td>
<td>San José State University, San José</td>
</tr>
<tr>
<td>Carnegie Mellon University, Pittsburgh</td>
<td>Stanford University, Stanford</td>
</tr>
<tr>
<td>Clemson University, Clemson</td>
<td>University of California, Berkeley</td>
</tr>
<tr>
<td>Colorado State University, Fort Collins</td>
<td>University of Illinois, Urbana</td>
</tr>
<tr>
<td>Georgia Institute of Technology, Georgia</td>
<td>University of Washington, Seattle</td>
</tr>
<tr>
<td>Kettering University, Flint</td>
<td>University of Waterloo (Canada)</td>
</tr>
<tr>
<td>Ohio State University, Columbus</td>
<td>Virginia Polytechnic Institute and State University, Blacksburg</td>
</tr>
<tr>
<td>Rensselaer Polytechnic Institute, Troy</td>
<td></td>
</tr>
</tbody>
</table>

A survey of US universities showed California State University, Chico, is the only academic institution that offers a BS\(^6\) in Mechatronic Engineering. North Carolina State University has a concentration in mechatronics in its MS\(^7\) programme in Mechanical Engineering and in its MS programme in Electrical Engineering. The mechanical engineering department in Rensselaer Polytechnic Institute (RPI) in New York has two senior-elective courses in the field of mechatronics which are also open to graduate students. RPI also has a mechatronic teaching lab.

The Lawrence Technological University in Michigan and the University of Denver in Colorado all offer an MS degree in mechatronic systems engineering programmes. The University of Pennsylvania in Philadelphia offers the Master’s of Science and Engineering in Robotics. This is a programme that can be regarded as being concerned with robotics, which is a specific field of mechatronic systems. Many other universities in the US offer courses that are not designated specifically as mechatronics, though in fact deal with this engineering discipline.

The balance of academic courses and degree programmes that has become established in universities in the field of mechatronics should be regarded as successful. In fact, the introduction of undergraduate courses in the BSME\(^8\) curricula definitely advances the level of preparation of students as compared with the typical set of courses in traditional mechanical engineering programmes.

---

\(^5\) See also Chapter 1 – *Introduction*, Section 1.2.3  
\(^6\) Bachelor of Science  
\(^7\) Master of Science  
\(^8\) BSME – Bachelor of Science in Mechanical Engineering
Master of Science in Mechatronic Systems Engineering (MSMSE) programme opens up new vistas for BSME, BSEE\textsuperscript{9} and BSCE\textsuperscript{10} graduates, and also for experts with a BSMCS\textsuperscript{11} degree, who, as experience shows, can be accepted in an MSMSE programme provided that they have sufficient practical experience in synthesising mechatronic systems (approximately five years). At the same time, a degree obtained after graduating from a MSMSE programme can be considered a good supplement to MSME, MSEE, MSCE and MSAE\textsuperscript{12} degrees.

Upon earning an MS in Mechatronic Systems Engineering in addition to their original masters degrees, these individuals are in much greater demand for work in industries such as, aerospace and automotive, robotics and manufacturing, military-vehicle and autonomous vehicle engineering, defence systems engineering, biomedical engineering, truck and agricultural tractor engineering, climate control systems engineering, materials processing, machine test systems engineering, communications system and media as well as both large and small businesses in a wide variety of areas.

Currently, the question of whether mechatronics should or should not be taught is no longer under discussion as mechatronics has established its place in engineering education. In spite of the different definitions and terminology used, the integrative nature of mechatronics is no longer in doubt and is commonly accepted. Rather, the principal questions currently under discussion are “\textit{What?}” and “\textit{How?}”.

The question “\textit{What?}” addresses the content of mechatronics teaching curriculum while the question “\textit{How?}” formulates the problem as to how, using what methodological approaches and technical means, to successfully teach mechatronics.

These two principal questions (actually two fundamental problems) stem from the fact that mechatronics touches upon principles of several natural and applied sciences. The mechatronic system contains mechanical, electrical and electronic, computer and other components. All of them are of basically different physical nature and are the subjects of educational programmes on their own. At the same time, structural and functional combination of these components into a mechatronic system should bring about a synergetic improvement of the quality of this system. On the other hand, the mechatronics education system should precisely teach how such a synergy in designing mechatronic systems can be attained.

---

\textsuperscript{9} BSEE – Bachelor of Science in Electrical/Electronic Engineering  
\textsuperscript{10} BSCE – Bachelor of Science in Computer Engineering  
\textsuperscript{11} BSMCS – Bachelor of Science in Math and Computer Science  
\textsuperscript{12} MSME – Master of Science in Mechanical Engineering  
MSEE – Master of Science in Electrical/Electronic Engineering  
MSCE – Master of Science in Computer Engineering  
MSAE – Master of Science in Automotive Engineering
As suggested in Chapter 1\textsuperscript{13}, in mechatronics education, the concern in course and programme design has always been that of striking an appropriate balance between providing the necessary understanding of core technologies with the ability to develop solutions that integrate those technologies. As an example of a specific engineering field that illustrates the strategic approach to the development of mechatronic education, consider the case of ground vehicle engineering. The experience in teaching mechatronic systems engineering with applications to ground vehicles and our research collaboration with the industry show that the mechatronics engineer doesn’t require a familiarity with vehicle dynamics. Knowledge of the principal concepts of vehicle dynamics is sufficient to enable the mechatronics engineer to be able to interact professionally with vehicle dynamics engineers and other experts in developing and implementing a vehicle mechatronic system. The contribution of the mechatronics engineer to the synthesis of such a system cannot be overestimated. Without the integrative approach that is provided by mechatronics, the experts in the other fields will always encounter difficulties not only in synthesising the system, but also in communicating with one another.

The challenge facing the mechatronic course designers is therefore that of striking a balance between establishing detailed knowledge and providing the ability to act in an integrating role within a wide range of environments. The number of the fields of knowledge and technologies in which the integrative approaches of mechatronics is needed is constantly growing. Therefore, the engineering lexicon has acquired new terms such as optomechatronics and mechatronics\textsuperscript{14} [15, 16].

In this context, there therefore exist a large number of issues that have a direct bearing both on the structure and content of courses and programmes, and on the use of technical means in mechatronics education. In developing and retaining the balance between the components of mechatronic programmes, the following can be considered as significant:

- mathematical modelling and mechanical design of mechatronic systems;
- control algorithm design;
- mechatronic system implementation.

Some courses and educational programmes exhibit a significant “leaning” toward control design and individual directions in mechatronic systems implementation, including sensors and actuators, signal processing, software and data acquisition and certain others. Analysis of available textbooks, monographs and reference literature shows that questions of mechanical design of mechatronic systems require particular attention [18–19]. There are very few books on the market that are concerned with mechanical design aspects of mechatronic systems. They mostly reflect the traditional problems of mathematical simulation of

\textsuperscript{13} See Chapter 1 – Introduction, Section 1.2.3

\textsuperscript{14} The \textit{ma} in mechatronics stands for materials.
systems and of mechanical design. At the same time, mechanical design of mechatronic systems differs from the design of conventional mechanical systems in that the impact of the electronics and software on the mechanical elements must be taken into account. This lack of publications arises because the mechanical design of mechatronic systems is a relatively new area of study that was, until recently, not given the attention it deserves. In addition, the information that has been and is accumulated by companies working in this field is usually proprietary and confidential.

The mathematical simulation of mechatronic systems also requires the constant attention of both the programmers and the programme users – professors and students [17, 20]. The simulation of mechatronic systems with components of different physical nature is a challenge that needs to be addressed in selecting the mathematical framework, methods of solution, and analysis of the results of such simulation.

Experience in developing and teaching courses on the control of mechatronic systems shows that such courses cannot be constructed by copying similar courses that are traditionally delivered in electrical and computer engineering departments. The principal difference between the two consists in the fact that the control courses read in mechatronic programmes must include the in depth analysis of the approaches to plant modelling and model-based control algorithm development.

There exists another basic requirement for those Modules 1 and 2 courses in mathematical modelling and mechanical design, and control upon which hinges the success of the entire mechatronics programme. These courses must organically incorporate a high analytic level with a focus on the practical application of the material being presented, i.e., product-oriented courses. For this, the lecture material should be presented in a manner that would foster the development of the analytic skills of the students. This is attained, among others, by continuity of the material analysed in the different courses, i.e., the students should be able to follow the logical interrelationships of the topics and illustrative examples from the real engineering world upon transition from one course to another.

The emphasis on practicality in Module 1 and 2 courses can be strengthened by including into them computer workshops, laboratory projects that utilise mechatronic systems, team projects and so forth, all of which promote the acquiring of hands-on experience. At the time of developing a mechatronic programme, the course designer will be faced with the problem of setting up of a mechatronic systems laboratory with the pertinent equipment, both hardware and software. The principal recommendation here may be as follows. For graduate programmes in mechatronic systems engineering, all the laboratory equipment and computer programming facilities should be compiled from the range of mechatronic systems that are produced and used by industry. This is the necessary condition for developing product-oriented courses, causing the graduate students to develop the related and relevant practical skills. In undergraduate-level courses, it is advisable to strengthen the deductive component of the educational process by using specifically designed laboratory set-ups that explain the nature of the processes.
The approach described above for developing Module 1 and 2 courses should also be taken into account in developing Module 3 (mechatronic systems implementation) courses. That is, it is necessary to establish a logical interrelation of courses at all modules that could be expressed by the following relationship:

system modelling and design – control algorithm synthesis – hardware implementation.

The mechatronic systems laboratory should facilitate the integration of students’ knowledge gained in various courses by providing appropriate set-ups.

Course and programme outcomes assessment is a significant element in developing a mechatronics education programme. The term “outcomes assessment” designates quantitative estimation (measurement) of student achievements in the study of course material, comparison of the results attained by the students with the expected learning outcomes and, finally, using the results of this comparison for further improvement of courses. Practical implementation of this assessment must be based on fully specific objectives on the basis of programme goals that are the expected learning outcomes of the students. It is then necessary to establish measurements that would allow for the assessment of the extent of mismatch between the expected learning outcomes and the actual student achievements.

12.2 The Development of the Master of Science in Mechatronics Systems Engineering at Lawrence Technological University

The above challenges were dealt with and recommendations were worked out upon analysis of different courses and programmes, and research implemented by a large number of institutions of higher learning and laboratories in mechatronic systems engineering, and also in the course of developing and teaching of an MS in Mechatronic Systems Engineering programme in Lawrence Technological University, Michigan. Consider the principal conceptual features of the structure of this programme, the content of its courses and also the equipment and directions of teaching and research work in the Laboratory of Mechatronic Systems.

12.2.1 Rational for Course Development

The programme was developed and offered so as to address the needs and requirements of industry, economic and the labour situation in the State of Michigan. Michigan’s industry and economy are facing many challenges and over recent years, Michigan has lost more than 170,000 manufacturing jobs, the largest single state share of the 2 million lost nationwide. While other states were
positioned to replace those jobs with high-skilled, high-wage jobs in emerging and technology-based industries, Michigan was not [21].

A detailed analysis of the transportation equipment and manufacturing industries reflect a drop in production jobs in the auto industry, and the corresponding job loss that has occurred since 1990. This job loss has been substantial. Employment fell 17% in the automotive industry as well as in the broader manufacturing sector. As a result, manufacturing in Michigan supplied only 16% of jobs in the state, down from 21% in 1990. Productivity improvements, international competition, and the impact of the 2001 recession all played a role in the job cuts in the automotive and manufacturing sectors.

In view of the above, a primary goal formulated by the Michigan State Government has been to enhance the future productivity and competitiveness of Michigan’s businesses and industry. Michigan industries that are projected to have sizable employment growth are concentrated in emerging technological areas with medical, technical, and educational services as the number one priorities.

The expected high-growth industries in Michigan will generate job opportunities for skilled workers as economic growth accelerates. The demand for highly skilled, value-oriented individuals who will be successful in a knowledge-based economy will increase. Based on these criteria, the Michigan Governor’s office developed a list of critical occupations including mechanical engineers, computer systems analysts, and computer software engineers among others.

A major impact on Michigan’s economy stems from globalisation. To be attractive to firms and individuals in a global world, Michigan must have qualities of place, and appropriate human capital to compete. Further, it needs to offer regional communities that support a synergy among clusters of firms with the research, practice base, and highly educated population required to support job creation.

Elsewhere, professional and business services have recorded the fastest job expansion in Michigan during the last fifteen years. The five relevant sectors; professional and business services, educational and health services, natural resources and construction, leisure and hospitality services, have recorded a growth rate of at least double the average for all industries since 1990. Four of the five are in the rapidly expanding service sector, demonstrating the shift in jobs in the State from production based to service and knowledge based economy.

Based on the above, it may be concluded that to improve the situation in Michigan’s economy during the coming years, there should be a significant move in the industry toward a new engineering philosophy, e.g., towards the emerging, technology-based industries with sizable employment growth in medical, technical, and educational services. However, to make a real move forward, industry should have access to professionals in new areas of knowledge, especially in those advanced technologies such as mechatronics and biomechanics, nanotechnologies and smart structures and information technology that often cross the boundaries of existing specialties. In response to these conditions, the Michigan Legislature recently launched its 21st Century Job Fund, a $394 M programme designed to jumpstart Michigan’s economy. It will diversify and
nurture the economy by focusing resources towards the development and commercialisation of competitive-edge technologies such as mechatronics.

To address the needs of industry and to be competitive with the increasing educational services required in Michigan, Lawrence Technological University has taken an initiative to create a new graduate educational programme in the field of mechatronics systems engineering. Such an initiative leads to many challenges, but at the same time, brings advantages for both the industry and the University, and for the educational system in general. In order to attain the greatest positive effect, the Master of Science in Mechatronic Systems Engineering programme was developed as a product-oriented programme whose graduates are taught not only the principles of mechatronic systems design as a whole, but are also provided with fully defined knowledge and practical experience in two aspects:

1. design of mechatronic systems for ground vehicles, including autonomous and unmanned vehicles for a variety of applications, including heavy-duty trucks and automotive cars, farm tractors and tracked vehicles, etc;
2. design of industrial robots.

The graduates will:

i. learn principles in mechanical system design for mechatronic systems;
ii. develop strong mathematical and application skills in analytical and adaptive dynamics of mechatronic systems based on direct/inverse dynamics;
iii. provide expert knowledge in the areas of logic design of mechatronic systems, of classical and modern intelligent/robust control algorithm development, and designing mechanical systems in conjunction with their control systems (mechatronic systems);
iv. develop analytical skills in the optimisation of mechatronic systems;
v. learn principles of designing and be skilled in the implementation of control algorithms in hardware – mechatronic systems.

Developing a curriculum in mechatronics systems engineering requires a delicate balance between (a) offering an appropriate number and a sequence of courses that reflect the subject of mechatronic systems engineering and in (b) providing the course implementation with minimum changes in the existing structure of the university’s departments. These two issues are interrelated and should be concurrently addressed. Indeed, any mistakes in packing a curriculum with courses would lead to a lower professional level and to inefficiency of the programme. At the same time, the programme should be implemented within the conventional structure of existing engineering departments.

In order to expediently start the new programme and minimise the burden on university budget, personnel, and infrastructure, Lawrence Tech decided to begin this programme through its existing Mechanical Engineering Department with collaboration and support from Electrical and Computer Engineering, and the Mathematics and Computer Science Departments.
There is an interesting observation that the content of a mechatronics programme reflects the department that heads the programme. This is seen even from the titles of books published in the mechatronics field. Usually, professionals with electrical and a computer engineering background name their books and courses as electro-mechanical systems. Professionals from the mechanical engineering field typically use the word “mechatronics”. There is a fundamental problem behind this terminology that does not appear obvious at first sight. The problem is that those electrical engineering faculties tend to bring more electrical motor controls to the mechatronic systems engineering programme. In contrast, mechanical engineering faculties usually apply a systems approach to mechatronic systems engineering by considering system modelling and simulation to be the important and necessary components of the core programme.

12.2.2 Programme Structure and Implementation

Lawrence Tech addressed the issue of the “mechanical – electrical balance” by incorporating the Maths and Computer Science (MCS) and Electrical and Computer Engineering Departments (ECE) in supporting roles with the Mechanical Engineering (ME) Department providing leadership of the programme. This was a critical and timely decision. In many cases, mechatronics is considered a “hands-on” field that just integrates mechanical and electrical/electronic fields. Bringing in the MCS Department added a rigorous math component to the programme, making the programme not only “hands-on”, but analytically founded in a way that enhances engineering content and also confirms the Master of Science level of the programme. At the same time, bilateral collaboration between three departments leads to a synergy and new philosophical concept of the areas that make mechatronics a science and not solely an engineering field. Indeed, these three departments bring new foundations to the programme by merging their scientific and technological principles with each other. These foundations are:

- mathematical modelling of mechatronic systems in motion and optimisation (ME-MCS);
- software for simulating intelligent system behaviour (ME-MCS);
- robust/intelligent logic control algorithms (ME-ECE);
- mechanical systems with electrical and electronic hardware, e.g., mechatronic systems (ME-ECE);
- software for implementing robust/intelligent logic control algorithms (ECE-MCS);
- programmable logic devices (ECE-MCS).

These new foundations comprise the basis for the programme and are shown in Figure 12.2. Thus, involving three departments is advantageous by bringing together both the analytical and project-based practical principles associated with
mechatronic systems engineering. Also, it provides better interdepartmental collaboration in both teaching and collaborative research.

The treatment of mechatronic systems engineering presented in Figure 12.2 is, in the author’s opinion, in agreement with the currently standard approaches to compiling the list and content of engineering programmes analysed in this field [11, 18, 22]. At the same time, the MSMSE programme that was developed contains a number of innovatory approaches to the composition and content of courses, specifying the laboratory equipment and use of software to collaboration with industry and governmental scientific, and technological agencies and professional societies.

![Fig. 12.2 Mechatronic systems engineering](image)

Consider the problems of the types of course and their contents. Historically, the professional background and research interests of faculty members define the technical orientation and research interests of the courses and curricula. On one hand, this is good as it makes courses stronger. On the other hand, if the courses solely follow the research interests of the programme leader, the programme can become stagnant and narrow in its focus and development. To provide diversity is one of the important goals of the programme. This is achieved by; (i) arranging an appropriate course structure that covers the main current needs of the industry and by (ii) keeping a balance between inviting experts from the industrial field associated with a particular system design, and maintaining analytical and engineering level of the programme by inviting representatives from those branches of the industry which provide analytical/software tools and hardware instrumentation to solve engineering problems.

To address these concerns, all courses should be product-oriented and be based on appropriate analytical principles that differentiate between the courses in the
proposed MSMSE programme and similar courses in other programmes. This is to make the programme competitive with others. Figure 12.3 presents eight core-courses that can be classified into three modules.

The first module of Figure 12.3 comprises the courses MSE6113, Analytical & Adaptive Dynamics in Mechatronic Systems, and MSE6123, Mechanical Design of Mechatronic Systems/Robots. The first of these is concerned with fundamentals of mathematical modelling of mechatronic systems.

As previously mentioned, there are few books on the specifics of mechanical design of mechatronic systems. The course MSE6123 is intended to fill this void and to teach students the principles of mechanical design of mechanical systems when they become parts of mechatronic systems.

<table>
<thead>
<tr>
<th>Module 1 - Mathematical Modelling &amp; Mechanical Design</th>
<th>Module 2 - Control &amp; Optimisation</th>
<th>Module 3 - Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE6113 Analytical &amp; Adaptive Dynamics in Mechatronic Systems</td>
<td>MCS5563 Intelligent Control</td>
<td>MSE6173 Mechatronic Systems Implementation - I</td>
</tr>
<tr>
<td>MSE6123 Mechanical Design of Mechatronic Systems/Robots</td>
<td>MSE6143 Adaptive Control in Mechatronic Systems</td>
<td>MSE6183 Mechatronic Systems Implementation - II</td>
</tr>
<tr>
<td>MSE5133 Modern Control in Mechatronic Systems</td>
<td>MSE6153 Optimisation in Mechatronic Systems</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 12.3 Requisite core courses and associated modules

A second group of core-courses shown in Module 2 of Figure 12.3 is comprised of control and optimisation courses. Optimal control in mechatronic systems is a part of the course in Optimisation in Mechatronic Systems. The mechatronic control courses differ from traditional courses in that the mechatronic control algorithms are built on a mathematical model that represents the entire system, including the various actuators and motors. Conventional control courses are often limited to motor controls only.

A particular challenge in working out the curriculum and content of the courses making up the programme was in incorporating into them of the two themes of ground vehicle mechatronic systems engineering and the design of industrial robots, background of which is given to all students. To support this, the six courses of Modules 1 and 2 shown in Figure 12.3 were developed as product-oriented courses in which, in addition to the general theoretical content, were presented with analytic problems, laboratory work and computer workshops reflecting specific aspects of mathematical modelling, mechanical design and control system synthesis. As is seen from Figure 12.3, the MCS5563 course was developed with the Math and Computer Science Department.

An important objective of the two Module 3 courses of Figure 12.3 is to develop practical skills in mechanical design and implementing control algorithms.
into real mechatronic systems. Regarding the initial courses, Mechatronic Systems Implementation I was then developed as a course on the design of mechatronic systems for ground vehicles, whereas Mechatronic Systems Implementation II focused on the design of industrial robotic systems and also includes measurement systems topics. These two courses and their incorporation in the MSMSE programme promotes the striking of a balance between teaching theoretical/analytical courses and training in hardware implementation skills, something which is a real challenge to achieving a successfully mechatronics programme [23].

All the elective courses have also been clustered into three modules shown in Table 12.2. Such a clustering of elective courses makes it possible for students to gain deeper insight into the fields of mechanical, electrical and computer engineering, mathematics and computer science or in a specific field of mechatronic systems engineering. Thesis work in either vehicle systems or industrial robots, or taking two elective courses completes the specialist programme.

**Table 12.2 Elective Courses in MSMSE programme**

<table>
<thead>
<tr>
<th>Courses in Mechanical Engineering</th>
<th>Courses in Electrical and Computer Engineering; Math and Computer Science</th>
<th>Courses in Mechatronic Systems Engineering</th>
</tr>
</thead>
<tbody>
<tr>
<td>EME5213 – Mechanical Vibrations</td>
<td>EEE5533 – Digital Control Systems</td>
<td>MSE6283 – Autonomous Wheel Power Management Systems</td>
</tr>
<tr>
<td>EME5223 – Advanced Mechanics of Materials</td>
<td>EEE5294 – Advanced Microprocessors</td>
<td>MSE6233 – Special Topics in Mechatronic Systems Engineering</td>
</tr>
<tr>
<td>EME5143 – Internal Combustion Engines</td>
<td>EEE5653 – Digital Signal Processing</td>
<td>MSE6243 – Graduate Directed Study</td>
</tr>
<tr>
<td>EME5153 – Applied Thermodynamics</td>
<td>EEE5624 – Computer Vision</td>
<td>MSE6213 – Stability in Mechatronic Systems</td>
</tr>
<tr>
<td>EME6123 – Automotive Structural Analysis</td>
<td>MCS5613 – Advanced Topics in Intelligent Systems</td>
<td>MSE6223 – Algorithmic Synthesis of Complex Mechatronic Systems</td>
</tr>
<tr>
<td>EME6113 – Fatigue Analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EME6213 – Fundamentals of Acoustics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EME6493 – Theory of Plates &amp; Shells</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EME6553 – Structural Stability</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

15 Some courses may have prerequisites listed in the University catalogue.

16 Course under development at the time of writing
System Dynamics

The idea behind the concept of these clusters of courses is to teach mechatronics as a new philosophy in engineering and to have students implement new knowledge by experiencing a process of doing real engineering projects. To this purpose, the first course, Analytical and Adaptive Dynamics, starts with an introduction to mechatronic systems engineering and then goes on to system mathematical modelling.

The course is different from conventional courses in systems dynamics which traditionally are either analytically strong with little applications to engineering fields or applied with little of the analytical materials needed to develop the analytical skills of students. The proposed course sets out to balance both components by including topics such as inverse dynamics; programmable motion and the stability of mechatronic systems, and by then, arranging the topics into a sequence of product modelling processes.

Newton formulated what is now known as the direct and inverse dynamics problems [24]. The direct problem is to determine kinematic parameters of a body subjected to a given set of forces. The inverse problem is to determine forces that should be applied to a body to maintain the required kinematic parameters of the body in motion.

The inverse approach is used in many research and engineering fields. Examples include mechanics of deformable bodies [25], geophysical inverse methods [26], optical devices [27], and various applications to spacecraft dynamics [28]. Aspects of inverse dynamics are examined in certain books on robotic technology [29, 30]. However, modern ground vehicle dynamics have developed based on the direct dynamics approach, which results in a better understanding of kinematic response/response of a vehicle subjected to applied forces [31–34]. A more advanced vehicle dynamics and then vehicle performance control can be achieved using the inverse approach, e.g., a vehicle is driven by forces that provide the required kinematic parameters and minimum (or maximum) values of quality functionals (also called criteria) of the vehicle operational properties [35–41].

A thorough understanding of the significance of the inverse approach and inverse dynamics has specifically been included within the educational structure of the MS in Mechatronic Systems Engineering programme at Lawrence Technological University. This was done in two ways: (i) incorporation into the teaching of core-courses as a key element of mechatronic systems engineering and (ii) inclusion in a new-type of research oriented elective course. Inverse dynamics is consistently presented in the following core-courses listed here as a way of teaching fundamentals and considering applications:

- MSE6113 Analytical and Adaptive Dynamics in Mechatronic Systems;
- MSE6123 Mechanical Design of Mechatronic Systems/Robots;
- MSE6143 Adaptive Control in Mechatronic Systems;
• MSE6153 Optimisation in Mechatronic Systems;
• MSE6173 Mechatronic Systems Implementation – I.

Students learn the general fundamentals of inverse dynamics and its connections with the adaptive dynamics of mechatronic systems in MSE6113, the topics for which are shown in Table 12.3. In the course, they also consider general applications of inverse dynamics starting with a particle and going to a system. Some vehicle applications are included. It therefore follows that the MSE6113 course differs from general engineering analytical dynamics courses both by the composition of the addressed topics and the sequence of their presentation.

Table 12.3 Course MSE6113 – Analytical and Adaptive Dynamics in Mechatronic Systems

<table>
<thead>
<tr>
<th>Major Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction to Mechatronic Systems Engineering</td>
</tr>
<tr>
<td>Introductory Lecture In LabVIEW: Dynamics and Control Architecture</td>
</tr>
<tr>
<td>Defining Motion. Kinematic Parameters</td>
</tr>
<tr>
<td>Constrained Motion. Kinematic Parameters</td>
</tr>
<tr>
<td>Direct and Inverse Kinematics</td>
</tr>
<tr>
<td>Direct and Inverse Kinematics with LabVIEW</td>
</tr>
<tr>
<td>Dynamic Parameters and Characteristics of Motion</td>
</tr>
<tr>
<td>Differential Equations of Motion</td>
</tr>
<tr>
<td>Inverse Dynamics with Applications</td>
</tr>
<tr>
<td>Stability of Mechatronic Systems</td>
</tr>
<tr>
<td>Stability of Mechatronic Systems in LabVIEW (PC Workshop)</td>
</tr>
<tr>
<td>Dynamics of Variable Mass Bodies and Fundamentals of Adaptive Dynamics</td>
</tr>
</tbody>
</table>

It is precisely this suggested composition of topics and the sequence of their presentation that determine the product orientation of this course since the sequence of presentation in this course is actually an innovative algorithmic sequence of an engineer’s actions when synthesising a mathematical model of the mechatronic system under design. It should be emphasised here that the innovation in this algorithm precisely consists of modelling of mechatronic systems on the basis of inverse dynamics principles. The use of these principles makes it possible by means of mathematical modelling to determine the parameters of the system that would provide the system with the required programmable motion, the kinematic features of which were synthesised previously in this course when analysing the topic of inverse dynamics.

Adaptive dynamics is also a new and non-traditional part of the MSE6113 course that originally derives from understanding the laws and causes of learning in animals and man [42] and then goes to non-linear systems behaviour learning [43]. The topic of inverse dynamics is developed further in the parallel Module 1 course MSE6123, Mechanical Design of Mechatronic Systems/Robots. The first part of this course is concerned with vehicle operational properties and vehicle dynamics/performance analysis in conjunction with vehicle mechatronic system
design for both autonomous and conventional ground vehicles, and presents criteria for vehicle performance optimisation and vehicle system design. The second part of the course then considers mechanical engineering problems in industrial robots.

The MSE6143 and MSE6153 courses then consider controller developments based on modelling system inverse dynamics and performance. Finally, the MSE6173 course integrates the inverse approach with vehicle mechatronic system design, including intelligent systems of unmanned vehicles, active suspension, hybrid vehicles and so forth.

The application of the inverse dynamics approach is developed further in elective courses. For example, the new MSE6283 course, Autonomous Wheel Power Management Systems, covers systems that autonomously control power distribution between the drive wheels of a multi-wheel drive ground vehicle. These systems are present in various configurations involved with torque/power vectoring devices and individual wheel control, limited slip differentials, hydraulically controlled differentials and electronically-locking differentials. Autonomous wheel power management systems integrated with other vehicle autonomous systems are also presented in the course.

Students consider the mechanical design of mechatronic systems, methods for developing control algorithms based on inverse dynamics principles and PLD implementation. Methods for experimental study of wheel power management systems and vehicles are also considered.

Students exercise analytical skills and gain hands-on experience through workshops, innovative homework and labs using the 4×4 Vehicle Chassis Dynamometer and associated systems of Figure 12.4. Designed and constructed by the Department of Mechanical Engineering together with Mustang Dynamometer, this is one of the most significant components of the MSE6283 Autonomous Wheel Power Management Systems course and the associated research activity.

Fig. 12.4 The 4×4 Vehicle Chassis Dynamometer with individual wheel control
This dynamometer is a unique resource for vehicle mechatronic systems experiments and tests whilst each of the wheels can be individually controlled to imitate different road and terrain conditions. The forces, speeds, and power applied to the wheels are all controllable. Random wheel torques in various conditions can be programmed and applied to the wheels. This is done for vehicle performance optimisation and control as well for powertrain and driveline systems experimental research and tests.

The course MSE6233, Special Topics in Mechatronic Systems Engineering – Inverse Wheel Dynamics, is a good example of a new type of course, termed here as being research-oriented. The uniqueness of the course is that this is not a conventional teaching course based on lectures and workshops or projects and labs with predetermined results. Instead, it is a research-oriented course that includes elements of scientific research, e.g., literature search and analysis, formulation of research goals, modelling and computer simulation for achieving the goals [40, 41]. As an outcome of the course, a research paper written with an MSMSE student was recently published by the Mechatronics Forum [44].

**Laboratories**

The new Mechatronic Systems laboratory was constructed as a platform both for teaching the MSMSE courses and undertaking research projects for both industry and Government research agencies and organisations with active students’ participation. The laboratory also supports student thesis work and experimental research. One of the specific features of the laboratory is the fact that is has been equipped with equipment currently used in the industry for designing mechatronic systems and for advanced mechatronics research. Table 12.4 lists some of the software and hardware that are actively used in the laboratory to support learning and research.

**Table 12.4** Laboratory of Mechatronic Systems: hardware and software list

<table>
<thead>
<tr>
<th>Mechanical Simulation</th>
<th>CarSim*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daimler</td>
<td>Mercedes-Benz seven speed automatic transmission</td>
</tr>
<tr>
<td>dSPACE</td>
<td>Six PC and six DS1104 R&amp;D Controller Boards</td>
</tr>
<tr>
<td>FESTO</td>
<td>2D-positioning system; pneumatic control unit; hydraulic control unit</td>
</tr>
<tr>
<td>Kistler Instrument</td>
<td>Two piezoelectric wheel transducers and a control unit; Torque, force, pressure sensors and accelerometers; Multi-component force plate sensor and BioWare software</td>
</tr>
<tr>
<td>KUKA Robotics</td>
<td>Two robots KR3</td>
</tr>
<tr>
<td>MathWorks</td>
<td>MATLAB and Simulink</td>
</tr>
<tr>
<td>MSC.Software</td>
<td>MSC.ADAMS</td>
</tr>
<tr>
<td>National Instruments</td>
<td>Six cRIO-9004/NI, cRIO-9104 LabVIEW FDS Bundles; PXI1010 real-time data acquisition system</td>
</tr>
</tbody>
</table>
Programming and commercial software support is very important in mechatronics and many high quality commercial computer products and systems are available. MATLAB and Simulink were selected to support LTU’s programme due to their widespread use in industry, and are an integral part of the courses in the MSMSE programme. There is also other software available for control algorithm development and rapid control prototyping, robotic system simulations and programming. Obviously, there is limited time available to teach this range of software as a single course in the programme. A different approach has been developed which incorporates commercial software into the programme at appropriate stages.

The proposed methodology in teaching software is therefore not based on teaching the software products themselves, but on (i) using software for mechatronic system simulations and demonstrations during regular lectures, (ii) providing skills through laboratory and home work, computer workshops and projects on particular engineering problems and also (iii) based on a gradual integration of the software in the programme’s courses, not only in one course. As an example, LabVIEW software and related hardware products from National Instruments (NI) Corp. are being incorporated in the MSMSE programme with almost 40 contact hours of lectures, laboratories, workshops, and projects. Thus, when taking the first course in the programme, MSE6113, Analytical and Adaptive Dynamics, students learn the principles of LabVIEW, are familiarised with demonstration models and carry out two 2½ hour workshops on the course topics. The course MSE6143, Adaptive Control in Mechatronic Systems, is then based on projects carried out by students using this software and hardware. At the completion of the programme, the students acquire knowledge in LabVIEW, real-time and FPGA programming skills at an expert level.

MSMSE programme students also participate in research that is carried out at the Laboratory of Mechatronic Systems, including in the fields of:

- mechatronic systems for the distribution of power between the wheels of multi-wheel drive vehicles;
- smart sensors for the pro-active determination of wheel slip under different terrain conditions;
- autonomous vehicle dynamics control;
- pressure centre control and vehicle stability improvement and related topics.17

**Industrial Advisory Board**

The Industry Advisory Board was formed in the earlier stages of the MSMSE programme development. The main goals of inviting companies, Government research agencies and professional organisations to participate are to:

17 See also Chapter 6 – *Mechatronics and the Motor Car*, for more discussion of vehicle mechatronic systems
- advise on the curricular and course development;
- advise and assist in laboratory development;
- assist in the programme assessment;
- provide input on the needs of the industry with respect to this programme;
- assist in promoting this programme in their organisations;
- recommend potential research topics.

Through participation in the Industry Advisory Board, companies and organisations could benefit by:

- early access to new developments in technology with potential applications in new products;
- deeper understanding of current knowledge and resolution of some difficult technical problems;
- educating engineers in this knowledge with a broader base;
- conducting research on specific projects as required;
- receiving innovative solutions to recurring problems;
- access to multidiscipline faculty expertise;
- development and delivery of short courses on specific topics;
- access to the database in applied research;
- hiring future engineers from a skilled pool of highly educated students;
- exposure to students in the programme and company presentations of new products.

The current board is composed of engineers, executives and other professionals working in the industry and professional societies. Members of the board are selected because of their knowledge of business practices, their experience working with engineers, and in the case of alumni, their special knowledge of the culture of Lawrence Technological University. It is also important to maintain a balance between mechatronic product manufacturing companies and companies supplying software tools and hardware instrumentations for product development. Members from professional organisations are very supportive in integrating the MSMSE programme into the professional world of engineering. Members of the Industry Advisory Board include at the time of writing:

Aisin World Corporation of America
Chrysler
Daimler AG
dSPACE
Eaton
FESTO
Ford Motor Company
General Motors
Johnson Controls
MSC.Software
National Instruments
Opal-RT Technologies
Robert Bosch
Robotic Industries Association
The MathWorks
The Timken
Toyota Technical Center, U.S.A.
Siemens VDO
Admission to the programme is competitive. Applicants with strong analytical and creative engineering skills must:

- hold a Bachelor of Science degree in Mechanical Engineering, Electrical and Computer Engineering, or an equivalent degree from a college or university accredited by ABET. Individuals with a bachelor of science in mathematics or computer science, or an equivalent degree from an accredited college or university, and three to five years of experience working in mechatronic engineering fields may apply;
- have a minimum undergraduate overall GPA of 3.00.

**Student Profile**

The diversity of the MSMSE programme and of the student population provides professional growth and competitive advantages for stable employment opportunities in current and future job markets. The ages of the student population ranges from under 30 to over 50. All students are practicing engineering with a range of graduate and undergraduate degrees, including one student who holds a Ph.D. in materials sciences.

**12.3 Summary**

Mechatronic systems engineers combine sets of engineering skills, bridging mechanical and electronic/computer engineering and are attractive to employers because they are so versatile. Approximately 25% of current MSMSE students have been promoted or obtained better jobs since the programme was initiated in September 2006.

There exists a further positive effect of developing the MSMSE programme in that its development inspired the formation of a new required undergraduate course entitled Introduction to Mechatronics. This is a four-credit course and was worked out and included into the curriculum of the BS in Mechanical Engineering programme. Undergraduate students, in addition to lecture material, have the opportunity to carry out laboratory work in the Laboratory of Mechatronic Systems and to participate in research projects.

The way the MSMSE programme was designed provides high-level expertise and skills for a stable and extended professional career. Emerging research trends in biomechanics and chemistry, bio-materials and biology in general will bring new horizons in mechatronic systems engineering. For this reason, an educational system in mechatronics should closely and comprehensively react to changes in
the field of design of mechatronic systems and, to the extent possible, act proactively, developing new courses and programmes.
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Chapter 13
Mechatronics Education

Job van Amerongen

13.1 Introduction

A search of the internet for ‘mechatronics education’ yields many hits with information on many forms of academic mechatronic programmes. They range from BSc to MSc programmes as well as integrated four or five-year programmes. Sometimes, there is a clear philosophy behind this choice, but often it is based on the local culture or possibilities. Several mechatronic programmes seem to be based on simply adding courses on electronics, PLCs and logic circuits to an existing ME curriculum.

However, mechatronics is more than just ‘a controlled mechanical system’. Mechatronic design is:

- the integrated and optimal design of a mechanical system and its embedded control system where solutions are sought that cross the borders of the different domains.

An integrated view on the system as a whole is needed in order to come to such a design. In addition to knowledge of the different components, a system overview offered by a proper interdisciplinary model of the system is essential. The curriculum should explicitly pay attention to this.

Real mechatronic systems lead to out-of-the-box thinking and completely new products which could have not been realised in a single domain. The optical disc, for instance, achieved its superior performance, among others, by replacing the need for accurate speed control by an electronics-based clock. This was a revolutionary new approach which resulted in superior sounds. Without its embedded stabilising controller, a device like the Segway [1] would be useless. But with this controller, it is not only stable: a superior manoeuvrability is achieved in comparison to a mechanically stable device with more than two wheels. Any real mechatronics programme should be based on a philosophy of obtaining synergy by an optimal combination of mechanics, electronics and information technology.

---

1 University of Twente, Netherlands
In this chapter, several forms of mechatronic programmes in curricula of the University of Twente of the past 20 years are discussed. Many students have been educated in different forms of educational programmes [2]. Changes in programmes were often triggered by changes in the structure of university education, nationwide or across Europe, e.g., all universities in the EU have, for a number of years, been expected to offer academic education in the form of BSc and MSc programmes.

### 13.2 Historical Context

The University of Twente has been explicitly active in the field of mechatronics since 1989. In 1989, after obtaining 1.25 M Euros of extra funding from the Ministry of Education, five groups in the faculties of Electrical Engineering, Mechanical Engineering, Applied Mathematics and Computer Science started their cooperation in the Mechatronics Research Centre Twente (MRCT). Cooperation between people from different disciplines is not always obvious, but at the University of Twente, it was relatively easy. The university was founded in 1964 and in the beginning, all departments shared a common first year that provided a broad-based programme to all engineering students. Even after this common first year was abandoned, it was good practice to have a representative of another department in the committee that guided and finally judged the thesis work of students.

This close cooperation between staff members of the various faculties led to a good knowledge and understanding of each other’s activities and a lot of interaction. This cooperation has been the basis for many multi and interdisciplinary research activities, now concentrated in a number of research institutes. In order to achieve real cooperation, good personal relations are crucial. In the early years of the MRCT, the group leaders of the different participating groups visited Japan and the USA to see the state of the art in mechatronics in those countries.

In addition to attending conferences, visits to mechatronic industries and universities were made. These visits not only provided a good overview of the state of the art of mechatronic-like activities in Japan and the USA, but travelling as a group for four weeks in total contributed significantly to solidifying a team of the members from the different departments.
In order to learn what mechatronics was all about, the MRCT used a major part of the extra funding in 1990 to start a large research project, the MART project, involving four Ph.D. students and many MSc projects. The idea was to build an advanced mobile robot that should be able to gather components from part-supply stations and assemble these components while driving around in a factory (Figure 13.1).

Apart from the aspect of being an attractive solution for flexibly building many variants of a product or a variety of products, the goal of this project was to learn and demonstrate a mechatronics approach in an interdisciplinary project. At about the same time, a part-time professor in mechatronics was appointed for two days a week in the Faculties of Electrical and Mechanical Engineering. This individual had a lot of experience with mechatronic applications in industry, where he continued to be active the rest of his time. In the university, one of his major roles was as the project leader of the MART project. Over a period of about five years, four Ph.D. and approximately 50 MSc students did their thesis work on this project with students from electrical engineering, mechanical engineering and computer science working together in one project room. This alone has contributed to students with a basic education in their own field learning the language from other disciplines and understanding how to work together in a project with a clear systems approach. This means realising that not only the best solution for an isolated problem could be sought, but that the consequences for other parts of the design and for the system as a whole had to be taken into account at all times.

As a result, the mobile robot was completely realised [3]. It had many advanced features in the field of mechanical constructions and control such as an adaptive preload system to reduce friction and backlash [4], learning control [5], parallel computing, autonomous navigation [6, 7] and so forth. More information about the
project can be found in Van Amerongen and Koster [8] and in a video available at the project web site [9].

For many of the students working in this project, it was the start of a career in mechatronics. In fact, one of the Ph.D. students started a successful mechatronics company and states that a large part of his network in the mechatronic community in the Netherlands consists of students and colleagues who were active in the MART project.

Curriculum developments are often a result of changes in educational systems or funding sources. Since the start of its mechatronics activities in 1989, the University of Twente has offered mechatronics education in the MSc programmes of EE and ME, and for several years in the two-year post graduate ‘Mechatronic Designer’ programme. Since 2001, the University of Twente has also offered a two-year international MSc program in Mechatronics. In the same year, the university transformed its study programmes to the new European BSc/MSc structure, including an English language MSc in Mechatronics. In September 2004, the international MSc programme merged with the Mechatronics MSc programme.

The mechatronics activities of the University of Twente now range from education in the new BSc/MSc structure, to research activities in Ph.D. projects. In addition, there have been a number of projects that aim to support industry in developing mechatronic skills or in producing advanced mechatronic systems by means of knowledge transfer. One of these was the Mechatronics Innovation Center, subsidised by the Interreg III programme of the EU and intended to transfer knowledge from the university and a Fachhochshule in Germany to small and medium sized enterprises in the border region (Euregio) of the Netherlands and Germany.

It is believed that mechatronics, dealing with:

- the integrated and optimal design of a mechanical system and its embedded control system

can only be performed well in an environment where mechanical and electrical engineering and information technology are combined in a synergistic cooperation. Section 13.3 goes into further detail on the educational activities.

### 13.3 Curriculum

There are several possibilities and examples of mechatronics programmes. The simplest option is to add elements from other disciplines into existing EE or ME programmes. Often, these elements are already there. However, they can be made explicit by means of a project where some mechanical structure has to be built and controlled by a computer-based control system. A modern ME programme simply needs to contain elements of electronics and computer-based control anyhow. Many universities have this type of project, and they are highly appreciated by the
students because it is fun to work on such projects. Mechatronic projects can be included in a BSc programme. MSc programmes in EE and ME which are flexible enough with respect to the elective courses that can be chosen by the students also allow for a lot of mechatronic content. Though unless there is some pre-structuring of these electives, there is no guarantee that a well balanced programme is the result. Also, the required basic knowledge necessary for successfully following advanced courses may be missing. Therefore, a real mechatronics programme is desirable.

The other obvious thing to do is Ph.D. projects of a mechatronic nature. During a Ph.D. project, there is ample time to work on an interdisciplinary project. Finally, specific BSc, MSc or combined BSc and MSc programmes in Mechatronics can be designed.

It is hardly possible to say if there is a preference for a BSc, MSc or integrated BSc-MSc programme in mechatronics. A choice is often influenced by local circumstances and regulations. It is a choice between a broad multidisciplinary basic education and specialisation at the end or a more mono-disciplinary basic education followed by a broader scope at the end. One thing is clear, however, a mechatronic designer should have a wider and, consequently, shallower scope of knowledge than a specialist studying in a mono-discipline (Figure 13.2).

![Fig. 13.2 Mechatronic Engineers lack some depth in their ‘original’ discipline, but have broader knowledge of other disciplines](image)

**13.3.1 Mechatronic Designer Programme**

During the 1980s, the Dutch government decided that it should be possible to complete an MSc degree within four years (instead of five), also in the technical disciplines. This was intended to be a final degree for 60% of the students. The other 40% were supposed to continue their education in a four-year Ph.D. programme or in a two-year Technical Designer programme. A two-year ‘Mechatronic Designer’ programme was started as a result of these developments. In this programme, the first year was filled with courses to obtain knowledge of the other discipline and deepen the theoretical knowledge, while the second year
was completely devoted to a design project in cooperation with industry. This programme has produced several successful mechatronic designers and led to design results which were actually implemented in industry. Some of these mechatronic designers now successfully run a company.

Of course, the four-plus-two curriculum allowed more time for mechatronic content than the typical three-plus-two BSc-MSc sequence. After a few years, due to pressure from the technical universities, the five-year programme came back again. For students, this meant that the two extra years of the designer programme lost a lot of their attractiveness. This signalled the end of the Mechatronic Designer programme at the University of Twente, although it was continued at Eindhoven University of Technology for some time. Mechatronic education continued as a specialisation in the MSc programmes of the faculties of EE and ME.

### 13.3.2 BSc Curriculum

A BSc curriculum either in EE or ME offers ample opportunities to pay attention to the mechatronics design approach. Such an example of a systems approach is attractive for all EE and ME students, even if they continue their study in other topics. The EE curriculum at the University of Twente offers a broad education in all aspects of electrical engineering and contains, among others, courses in mathematics, physics, electrical networks, electronics, electrical power engineering, linear systems, modelling and control. In each semester, a number of closely related courses are offered.

When electrical networks are taught, this is closely related with those courses in mathematics needed to properly teach electrical networks. In a similar way, courses on mechanics, transduction technology, measurements and instrumentation, linear systems, dynamical systems and control engineering are programmed closely together in the second half of the first semester, and in the first half of the second semester in the second year. This series of courses is concluded with a two-week ‘mechatronics project’ that integrates the theoretical knowledge taught during the courses. The project is supervised by the lecturers of the different courses, aided by Ph.D. students and student assistants.

Before going into detail on the project itself, consider the content of dynamical systems and control engineering courses. In the course on dynamical systems, students learn to analyse and model physical systems in various domains. Emphasis is on electrical and mechanical systems. By using a port-based approach, modelling in various domains is relatively easy and the relation with the physical reality is maintained and not hidden by abstracting the models to block-diagram-based input-output models.

This modelling approach is supported by the 20-sim software package (see Section 13.4) and builds on previous courses on linear systems, electrical networks, electromagnetism and mechanics. It forms a link between the more
physical-oriented approach of the courses on electromagnetism and mechanics, and the more mathematical and signal-oriented courses in electrical networks and linear systems. The course in control engineering is closely integrated with the modelling course and uses mechatronic systems as examples of the basic theory (stability, root loci, bode, nyquist, state space, non-linear systems and introductory digital control).

The planning of the mechatronics project is as follows. At day one of the project, teams of four students get a transducer in the form of, e.g., a motor, piezo element, loudspeaker, voice coil etc. Often, these transducers can be used as an actuator and a sensor as well. Over three days, this transducer should be properly described by analysing its operation principles and by measuring its relevant properties; integration of knowledge from the courses on mechanics and transduction techniques, measurement and instrumentation and dynamical systems. Because of its application later on in the project, the dynamics of the transducer should get special attention.

A well-equipped lab is available to the students (Figure 13.3). Each team gets a lab space and a set of equipment consisting of a PC with software such as LabVIEW and 20-sim (see Section 13.4), function generators and power supplies, an oscilloscope, and so on. Instructional material regarding planning of the project, datasheets and diagrams for possibly needed electronic circuits, are made available at the project website. Based on the characterisation of the transducer, the team has to make a proposal for a mechatronic system built around the transducer where, in general, a motion has to be controlled. The proposal should be based on an analysis of the dynamical properties of the total system and the possibilities to control its behaviour.

After approval of the design and comments on the proposal by the supervisors, the feasibility phase begins (three days). This includes making a dynamical model, design of one or more (digital) controllers and simulation of the controlled system. Nothing is really being built in this stage of the design, although it is encouraged to investigate the feasibility of the proposed solutions with test set-ups. During the feasibility study, ideas can be discussed with the supervisors of the project. The feasibility phase ends with a written proposal that should clearly demonstrate and motivate why this design will lead to a working mechatronic system. This analysis should be confirmed by a computer simulation of the proposed design in 20-sim.

After approval of the feasibility study, the rest of the second week of the project is spent on building the system and finally giving a short presentation to all the supervisors. For the realisation phase, students have access to basic electronic components and mechanical construction materials. In addition, they get a small budget of 50 Euros to enable them to buy additional parts or materials for their set-up. Care is taken that such parts do not have more than one day delivery. They may also use the mechanical workshop to construct certain mechanical parts they may need. For the realisation phase, empty printed circuit boards for making analogue circuits with operational amplifiers are available as well as a DSP-board for realising the digital controller (Figure 13.4).
This DSP-board can be programmed by automatically generating code from the 20-sim simulation environment and downloading this code from the simulation PC to the processor board [10]. The DSP boards are not hidden in a protective case. The first reason is that the case with connectors would probably be more expensive than a new board, and the second is not to hide the technical content of the board in a ‘black box’.

The project ends with a short presentation to all the supervisors on the last day of the project. At the same time, a written report should be ready. All teams are judged based on the quality of the presented design and the written report. Figure 13.3 gives some impressions of the project. A video of some of the set-ups is available as well [11].

Over the years, there have been various forms of the project. In the beginning, students were completely free in the choice of transducers and type of set-ups. This led to a wide variety of set-ups. Later, the transducers were provided and any set-up could be proposed as long as the transducer was used. Recently, all students were asked to construct a ‘balancing stick’ (say a Segway-type of set-up). All approaches have their advantages and disadvantages. Because there is only limited time for the project (two weeks full time), there is always a tendency to structure the project such that the learning goals, integration of the corresponding courses and coming to a working set-up, are achieved. However, more structuring does not stimulate creativity. There should always be space for creative proposals from students that do not strictly fit into the set boundary conditions.

In the third year of the BSc programme of Mechanical Engineering, there is also a mechatronics project. This project integrates a number of courses from the ME curriculum, such as Applied Electricity, Systems and Control, Measurements in ME and Dynamics. Focus is on the design and realisation of a mechanism with structural flexibilities and computer-based control of this mechanism. Actuators, mechanisms, modal analysis, sensors and control systems are the keywords of this project.
Fig. 13.3 Impressions of the mechatronics project (a) laboratory, (b) building a set-up, (c) finished design, (d) draft report, and (e) checking of set-up by supervisors
During the 2007 Workshop on Higher Education in Mechatronics at the AIM conference in Zurich, several individuals and universities presented other realisations of mechatronic projects including:

University                  Presenter
Politecnico di Milano      Braghin
Stanford University        Carrye
University Of Bergamo, Mondada Forlani
EFPL Lausanne               Romano
U.S. Naval Postgraduate School Siegwart
ETH Zurich                 Nelson

In addition, the Mechatronics project work at the University of Loughborough in the UK is well known [12].

### 13.3.3 MSc Curriculum

The MSc Mechatronics curriculum is a two year curriculum offered by the departments of EE and ME. It starts with a homologising phase where students with an ME background get courses in electronics and signals and systems, and former EE students get courses in, e.g., mechanical constructions and finite elements, see Figure 13.5, the left two tracks. In the next phase, students follow compulsory courses on Construction Principles, Design of Mechatronic Motion Systems, Digital Control Systems and Measurement Systems for Mechatronics. The list of courses is completed by a number of elective courses. Students from Dutch universities have a compulsory internship in industry, preferably abroad. International students do some extra courses instead; see Figure 13.5, right track. The study is completed by a 25 week MSc project. The programme is open for students from Dutch universities with the appropriate BSc education and, after an admission procedure, to qualified students from abroad. If possible, the
international students are given the chance to do their MSc project in cooperation with industrial partners or in industry. More information on this programme can be found on the internet [13].

![Structure of the Mechatronics MSc curriculum](image)

**Fig. 13.5** Structure of the Mechatronics MSc curriculum

### 13.4 Modelling of Mechatronic Systems

Modelling and simulation plays a crucial role in mechatronic design and should therefore garner attention in the curriculum. The Control Engineering group of the University of Twente has been a pioneer in modelling software and as a result of these activities, the group developed the simulation program THTSIM in the 1960s that later was used all over the world as TUTSIM. A completely new program became available under the working name CAMAS [14]. It supported a port-based modelling approach (in the form of bond graphs) which is important for modelling physical systems that extend over various domains. It was successfully developed further into a powerful tool for modelling, analysis, simulation and design of mechatronic systems [13, 16]. Since 1995, the program has been commercially available from the company Controllab Products under the new name 20-sim (pronounced: Twente-sim) [17]. It is now widely used in educational institutes and industry. Based on results of ongoing research projects, the program continues to improve and extend with better modelling and simulation algorithms and new functionalities.

Because a mechatronic system involves at least the mechanical and electrical domain, standard modelling packages that work in one domain only are not always useful for mechatronic design. Block-diagram-oriented packages like Matlab and most other simulation packages lack the direct link with the physical reality. Parameters tend to be combinations of the physical parameters of the
underlying model. In addition, models cannot easily be modified or extended. By connecting ideal physical models to each other through power ports, models can be built that are close to the physical world they should describe. This allows that instead of unilateral input-output relations, bilateral relations are described. The model equations are not given as assignment statements, but as real mathematical equations. In addition, a small modification or extension of the model does not require that all the equations that describe the model be derived again. The properties of a component may be changed as long as the interface remains the same. This allows submodels of different complexity to be evaluated and tested (polymorphic modelling). A variety of presentations (multiple views) allows that an appropriate view can be generated for all partners in a mechatronics design team, whether this is an iconic diagram, bond graph, block diagram, control engineering representation, time response or 3D animation.

An important feature of 20-sim is its ability to generate C-code from the models used in the simulator. It is, for instance, possible to generate code of a controller that has been tested in a simulation environment and download the code to some target hardware. By using templates for the specific hardware environment, a flexible solution is offered that enables code generation for a variety of target hardware. An example is the DSP board shown in Figure 13.4. More on the use of this port-based modelling approach for the design of mechatronics systems can be found in Van Amerongen [18] and Van Amerongen and Breedveld [15].

A motor selection wizard has been recently added. It couples a database of commercially available servomotors to the modelling and simulation environment of 20-sim. After specifying the demands with respect to the performance of the controlled system, a motor is proposed to the user. This motor can be further examined with respect to its dynamic behaviour, heat production and so on. An impression of the relevant screens is given in Figures 13.6 and 13.7.

**Fig. 13.6** Model of the mechanical set-up, actuator and controller used to examine the performance of the selected motor

Besides from showing a useful tool for mechatronic design, this example demonstrates the multiple view feature of the software. Time responses, static diagrams, as well as 3D animations reveal different aspects of the system under
investigation and may appeal to other members of the design team. Changes are reflected in all domains simultaneously. This contributes to real mechatronic design.

![Fig. 13.7 Screen dumps of the motor selection wizard and various screens showing the behaviour of the controlled system, including the temperature change and a 3D animation](image)

### 13.5 Conclusions

This chapter has given an overview of several forms of mechatronic programmes. A general conclusion is that a good basic education in mechanical or electrical engineering followed by a mechatronics curriculum produces mechatronic engineers that have proven to be valuable in industry. Of course, the need from industry depends on the type of industry. In the Netherlands, there are few large players in the area of mechatronics. Companies like Philips (inventor of the CD player) or ASML (world leader in wafer steppers) produce advanced mechatronic equipment. They need specialists and system integrators working in teams. Of course, smaller companies that cannot afford such teams require people with a broader education who are able to deal with mechanical as well as electronic and IT issues.

In all cases, a mechatronics curriculum should pay attention to teaching the languages of the different disciplines. Modelling and the possibility to present the ideas of the modelling process in multiple views is an essential part of this. Essential knowledge that every mechatronic engineer should have is in basic mechanical engineering topics such as:
- construction principles;
- design methods;
- statics and dynamics;
- finite element modelling.

One should also possess a familiarity in topics from electrical engineering including:

- electrical networks;
- signals and systems;
- sensors and actuators;
- digital and analogue electronics;
- embedded signal processing;

and of course in topics such as:

- modelling of dynamical systems;
- control engineering.

In addition, courses which go more into depth in, e.g., optimal or robust control or focus on applications such as biomechatronics as well as non-technical courses may be selected. An important element in mechatronics education should be to let the students work in multidisciplinary teams. This can be done as part of the compulsory courses, as in a ‘mechatronics project’, but should also be present in the individual projects such as a thesis project of sufficient length.

Mechatronics always involves input from disciplines like electrical and mechanical engineering. This not always appears to be easy. At workshops on mechatronic education, people complained about problems with departments that did not allow EE students to select ME courses or vice versa. Such problems can be solved by setting up a new mechatronics curriculum. But most important is the attitude of the people involved and the willingness to really cooperate.

Is there a need for ‘mechatronic engineers’? Yes there is. Higher precision, more flexibility and reduction of the cost of mechanical devices and new functionalities can only be achieved by integrating intelligent electronic control systems and embedded computers in the mechanical construction. People trained in systems thinking and able to find solutions that cross the borders of different domains are increasingly essential for making advanced, competitive products.
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The danger has always been that mechatronics is seen by industry as an academic concept and the aim here is to provide a then practicing engineer’s view on the early days of mechatronics from the perspective of the UK aerospace industry. As someone who personally became involved with mechatronics as the concept was itself developing, it was unclear as to where the division lay between the two disciplines of systems and mechatronics. The passage of time did little to improve the situation and within the aerospace industry, there was little interest in mechatronics. In fact, it was seen by many as an irrelevance and a distraction from the key engineering tasks at hand.

What follows is based on the early days of mechatronics when avionics itself was in its infancy. Early aircraft had to be simple, with an emphasis on achieving a weight at which they had the ability to become airborne. With the development of more powerful engines, thoughts turned to the addition of equipment to support pilots in operating the aircraft and to improve passenger as well as pilot comfort. In many cases, these new systems resulted from advances in other engineering fields and were not directly related to aircraft. Instead, as new equipment and technologies emerged, aircraft designers adapted these for aircraft use, and initially, little attention was given to designing systems specifically for aircraft. Indeed, the commercial market was not sufficiently large in and of itself to justify investment on a large scale.

The conditions pertaining in the 1930s and 40s resulted in a significant shift in aircraft systems. Bombers needed navigational aids to arrive at designated targets and to deliver bombs accurately, advanced bombsights such as the gyroscopically stabilised Norden sight used by the USAAF were essential. Developments in radar included the introduction of centimetric systems based on the cavity magnetron and the klystron valve, and these were used in both air-to-air and air-to-ground modes. Aircraft had to fly higher, which resulted in the introduction of pressurised

---

1 Former Chief Systems Development Engineer BAe, UK
systems. By the late 1940s, systems concepts initially centred on electrical
generation, fuel supply and hydraulics were established.

Though aircraft had now become increasingly complex mechanical systems
carrying a range of electronics such as radar and radio, it was not until the
introduction of the digital computer that a new approach to systems engineering
became a priority within the industry. In the case of the then BAC\textsuperscript{2}, the first
aircraft that made significant use of digital computing was the SEPECAT\textsuperscript{3} Jaguar,
an Anglo-French project, although the French aircraft retained the more
conservative analogue system.

The decision to go digital was in this instance an eleventh hour choice by the
customer, the UK Ministry of Defence (UK MOD). All preliminary design had
been based on analogue computing which meant that work by subcontractors for
various sub-assemblies and equipment had also been analogue and would remain
so. In 1966, digital computing was very much in its infancy and the chosen on-
board computer had a memory of 8.2k\textsuperscript{4}. High-level languages did not exist for
such computers and to make the exercise viable, machine code was used
throughout.

Starting from scratch with no experience and no engineers with knowledge of
developing such a complex hybrid analogue/digital system, provided a major
challenge. In particular, there was the need to develop the techniques that would
provide designers with the confidence that the total package, newly named
avionics, could be cleared for flight. Following consideration of the impact of this
new discipline, it was decided that because of the multiple interactions involved,
the development work had to be undertaken in real-time. The glue between the
different equipments was the digital programme, another new dimension
introduced by avionics.

The newly renamed British Aerospace (BAE) was awarded the contract to
supply the weapon system and a means of developing this package was required.
A rig was designed and built to ensure that this system performed as intended.
This first attempt quickly highlighted shortcomings with the detailed design of the
test facility and it was back to the drawing board with lessons duly learnt! During
this gestation period, new staff had been acquired with knowledge of digital
systems which resulted in a much improved design of ground facility. This rig
design became the standard for systems work within the company and was
virtually unaltered for at least twenty years. All of the subsequent Jaguar, Tornado
and Typhoon projects then used, with some minor changes, this same
development rig design.

British Aerospace was the prime contractor responsible to the UK MOD for the
design and production of the Jaguar airframe, with the systems equipment being

\textsuperscript{2} The then British Aircraft Corporation, later British Aerospace (BAE) and BAe Systems
\textsuperscript{3} Also SEPECAT for Société Européenne de Production de l'Avion d'École de Combat et
d'Appui Tactique
\textsuperscript{4} By comparison, the Apollo Guidance Computer used by the Apollo Moon Lander had 4k of
RAM and 32k of ROM.
procured by the customer. The task of managing the interfaces between the equipments of different manufacturers was awarded by the customer to EASAMs, the systems wing of Elliot Automation. As prime contractor, BAE was however still ultimately responsible for delivering a fully operational weapons delivery system, including equipments outside the remit of the EASAM contract.

Because of the lack of previous experience within the aerospace industry of a project of this nature, much thought was given to ensuring that design requirements of the total system were achieved prior to flight. The approach chosen was to extend the individual development rigs to provide a total system.

A very important part of this total system is the pilot and as their operational tolerances cannot be controlled to the same extent as other equipments, of necessity, they must be included as a major part of the system! This also required the cockpit to be spatially correct and the system to operate in real-time, primarily with respect to response times. A simple ‘flight stimulation’, was all that was required. Unlike a flight simulator, minor perturbations of an aerodynamic nature were not necessary. The flight simulation programme also had to provide stimulation to all the related equipment so that the loop was closed correctly in real-time for multi-dimensional manoeuvres. In later stages of development, pilots learned to fly the system on the rig as opposed to the aerodynamic handling which still remained the province of the flight simulator. The resulting facility was later used to train customer ground and aircrew, demonstrating the flexibility of the design.

This early experience on the test facility enabled the same techniques to be used in research work looking at the directions in which technology was moving. For instance, in the mid-seventies, research into cathode ray technology and the work on flat screens showed the future possibilities of active displays. The technology at that stage was still very much for the next generation, but questions had to be asked as to how it could eventually be utilised on aircraft.

In those early days, a key problem with using CRT displays was the extremes of ambient lighting encountered during flight. To make reliable use of colour requires the ability to maintain colour integrity under all lighting conditions from total dark, to full sun above the clouds, a very severe regime. Not only did systems have to be developed, but a means of achieving the development also had to be thought through. In the case of colour displays, a lighting facility was required to accurately recreate the conditions to be encountered in flight. A whole book could be written on this topic alone! The facility created to develop the displays for the Typhoon required a megawatt of lighting to achieve an accurate representation of the light levels encountered above clouds and in bright sunlight. Imagine the cooling required to protect the pilot from cooking!

This early work quickly highlighted the fact that for future projects to be viable, delivery times to the customer had to be reduced. Exacerbating this problem was the speed at which new technology was maturing. Even in the early days, projects were being supplied to customers with out of date technology, understandably not something customers were pleased with. This created a further problem for the customer who felt they were being overcharged. The UK MOD
considered that fixed price contracts should be the ambition and worked hard to reach this end. This was achieved on the *Typhoon* project, but there was not a complete understanding of the full implications of such contracts.

The delivery cycle of an aircraft order extends over many years, during which time technology will have seen many major advancements with new and better devices available. To change the design parameters in order to take advantage of these improvements requires negotiating a new contract. A fixed price contract protects both purchaser and supplier!

As prime contractors, it was not possible to start integrating all the systems until the majority of such equipments were available. Because of the complexity of aircraft systems, it is inevitable that although equipment may perform to specification in isolation, problems could, and often do, arise when integrated with other equipment. This was more the norm than an exception, causing costly modifications and slips to the delivery programme, resulting in serious cost implications.

This was clearly a priority area to be addressed: how to speed up the process of equipment specification and procurement? The first approach was to make our own equipment using cheap and simple components. This worked to a limited extent, but it was obvious that a much quicker method was needed. However, digital simulation and modelling was difficult at the time, mainly due to a lack of suitable graphic waveform generators.

To that end, a joint study was undertaken with a computer company to develop a suitable device to facilitate the production of virtual equipment. This joint effort proved successful and with the new graphics systems that were also becoming available, the first virtual (equipments) image quickly followed. This technique became known as rapid prototyping and enabled new ideas to be tried quickly and cheaply. As an aside, it was also the development that enabled computer games to be commercially produced.

With the availability of advanced simulators and the use of modelling techniques, dynamic real-time investigations became a reality. Now, instead of providing manufacturers with a written brief, it became possible to show physical shape and to demonstrate operation in real-time. This much reduced the time required to produce operational equipment\(^5\). Thus, a solution was available to eliminate the often seemingly endless iterations to achieve a robust and satisfactory design. Indeed, the system was developed to the point where it was possible to generate a whole suite of functioning interactive equipment.

By this means, designers, pilots and equipment manufacturers could all quickly explore new ideas. The input of the aircrew was now based on actual ‘flying’ experience and when a difficulty was encountered, modifications were possible with the user very much involved in the process. This occurred well in advance of any design freeze and long before flight trials were possible.

---

\(^5\) Essentially a *hardware-in-the-loop* approach linking a real-time functional simulation to real hardware
From the systems experience and the confidence gained, a new approach to the design process evolved, top-down design across all systems. It was at this point that the essence of mechatronics came into play, although it was not seen as such. There was a reluctance to embrace what was seen as a discipline in name only, and there was a difficulty in accepting that what the aviation industry was involved with was anything other than systems engineering.

Personal early experiences did nothing to allay that feeling. All mechatronics meetings could be guaranteed to commence with a debate on the latest thoughts on the subject! It is interesting that Google, on being asked for information on the subject, asks the question, “Did I mean macaroni?”. The Experimental Aircraft Programme (EAP), the forerunner to the Typhoon, was the first occasion where from personal experience the various mechanical and electronic systems were viewed as an entity where common software and computing modules were shared. This approach enabled a true top-down design to be implemented. For the first time, the aircraft was treated as a whole, with the interactions between all systems being considered.

To aid understanding, consider a typical situation where the aircraft is coming in to land and the pilot selects ‘undercarriage down’. Consider what is involved. Prior to the selection of ‘undercarriage down’, the aircraft is in a clean configuration with the relevant flight programme engaged. As the landing gear comes down, there is a considerable change in the aerodynamics and a corresponding change in handling characteristics. In the past, this required the pilot to manually change the trim at a particularly busy time in the flight. With the new approach, the selection of ‘undercarriage down’ not only deployed the undercarriage, but also selected a matching aerodynamic programme, much reducing the pilot workload!

Through this holistic approach, the role of the pilot was now able to be reassessed. Much of the routine housekeeping could now be left to the system with the pilots’ role focussed on doing what humans are best at, creative thinking. Artificial intelligence has since come a long way and much of routine flying can now be safely left to the system.

Other developments which have taken place in recent years, such as intelligent skins and structures, were always considered a possibility as were such things as eyeball and neural control, all of which could certainly be considered as being mechatronic. There is, however, a time lag between the development of concepts such as these and the availability of technologies capable of implementing them.

Part of the task at BAe Systems is that of being aware of the research being undertaken in academic institutes, especially ‘Blue Skies’ research. Part of that responsibility is to establish contacts at universities, to be aware of developments and what they might offer in the future. This is by no means a one way exercise and both sides benefit from the relationships so formed!

At a personal level, it has been my long held belief that in military systems, the pilot or operator would be better placed on the ground than in the machine as they are more valuable than a machine, take longer to replace and can be upgraded much more cost effectively!
Such unmanned aerial vehicles or UAVs are now available, and in April 2001, an RQ-4 Global Hawk UAV flew non-stop from Edwards Air Force Base in the US to RAAF Base Edinburgh in Australia, becoming the first pilotless aircraft to cross the Pacific Ocean. Though what the passengers in a commercial airliner might think about leaving the pilot behind remains to be seen!

---
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Chapter 15
Mechatronic Futures

David W. Russell\(^1\) and David Bradley\(^2\)

15.1 Introduction

In Chapter 1, some of the future potential for mechatronics was hinted at in relation to areas such as manufacturing, health and transport. In this chapter, the aim is to round out the book by revisiting some of these areas in more detail and to examine other areas where mechatronics has the possibility of making a significant contribution. In doing so, the authors make no claim to having any particular or special insight, recognising that, as Yogi Bera\(^3\) is once reputed to have said,

It’s tough to make predictions, especially about the future.

Nevertheless, it is perhaps appropriate when dealing with a subject such as mechatronics to try to present a view not only of its current applications, as evident in the previous chapters, but of directions for future development, and this is the aim of this concluding chapter. The textbook has asserted that, among other connections, mechatronics systems blend hardware, software and computer science in their many aspects.

Mechanically speaking, the development of new materials, manufacturing systems and products is relatively time-consuming and slow to market. The user market is making software systems seem fairly stable, as proven by the Windows Vista\(^\circledR\) situation when it was released worldwide in January 2007. On the other hand, the scope and complexity of computer science applications appear limitless in their influence in regard to human factors, control, and algorithmic properties. In some regards, algorithms are pushing the boundaries of artificial intelligence and self realisation.
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1 Penn State Great Valley, USA
2 University of Abertay Dundee, UK
3 Baseball player and manager, primarily with the New York Yankees.

The quote is also attributed to the Danish cartoonist Robert Storm Petersen (1882–1949).
Technology in general is a good thing, as illustrated by how it appears almost constantly in the vernacular of politicians, corporations, universities, professionals, students, and children. Mechatronics has been a somewhat silent or invisible contributor to many systems, and yet is a true technology whose strength is that, when applied correctly, it is almost transparent to the user.

This concluding chapter attempts to give a brief look at the future potential of mechatronics and is divided into eight sections; challenges, home based systems, e-Medicine, transportation, manufacturing, communications, nanotechnology, advanced algorithms, and a conclusion. Because of the rapidly changing nature of some of the technologies listed, the authors have elected to provide many of the references as websites so that the interested reader can access developments as they occur and surf for other related works.

15.2 Challenges

A cursory review of archival journals in mechatronics and associated topics surely confirms that:

In the 21st Century, brainpower and imagination, invention and the organisation of new technologies are the key strategic ingredients. Lester C Thurow – Sloan School of Management.

Because of the incredible flexibility that the design of mechatronic systems provides, new products have a reduced time-to-market and enjoy a shorter product life time while promoting increased customer expectations with every new release. It is now not enough that a wireless telephone handles conversations. It must now play music and movies, surf the web, enable email and “texting” and serve as an alarm in the event of an emergency; and it is all done via a rolling touch screen.

Using component technology that enables systems to be assembled from a selection of well tested units, a “new” product can be brought to market rapidly, be inexpensive and yet be profitable. The device might even be sold at a loss in favour of a monthly service fee. Vendors of technological products are more than aware that the world is their marketplace and that this will mandate new support and retirement paradigms. Using the Blackberry® example from the previous paragraph, some countries offer a trade-in program in an attempt to recoup value and disassemble their products rather than have consumers discard their older models.

This also helps keep long lifetime and hazardous materials out of the landfills and gives the manufacturers access to gently used components. It is apparent that the Knowledge Economy continues to dominate in our business world and infiltrates almost all facets of life in the 21st century. When used appropriately and

4 Always remembering the potentially transient nature of such sites

5 Quoted in ‘Visions: How science will revolutionize the 21st century’ by Michio Kaku
ethically, technology based products, including many mechatronic systems, have real added value in the commonplace of everyday living. Misuse for whatever reason, on the other hand, creates societal issues that engender prohibition and regulation.

While the social aspect of technology is a far reaching topic and way beyond the scope of this volume, Sellen et al. [1] ask several poignant rhetorical questions, including:

- Who should have the right to access and control information from imbedded devices?
- Do we want copyright on our own digital footprints (e.g., photos on a web site)?
- Are children to be held responsible for the consequences of their interactions with technology?

These issues will all need addressing as technology continues to pervade how, when, and where we live and work.

15.3 Home Based Technologies

Many home based systems are increasingly using voice control to initiate or close down electromechanical devices. The obvious application being that of home help systems in which a person who may have limited ambulation can summon assistive services. There are a growing number of smart appliances which, besides offering busy persons help with their schedule, for example, automatically reordering basic foods as they are consumed, can also watch for expiration dates, flag low medication levels and order prescription refills.

On the domestic front, sales of the Roomba™ (see Figure 15.1), a robotic vacuum cleaner that was introduced by iRobot [2] in 2002, as of January 2008, has exceeded 2.5 million units. This mechatronic device roams around a domicile, cleaning as it goes along while planning coverage paths and escape routes in anticipation of being “cornered”.

![Third Generation Roomba docked in base station](en.wikipedia.org/wiki/Roomba)

**Fig. 15.1** Third Generation Roomba docked in base station
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6 en.wikipedia.org/wiki/Roomba
The fully fledged personal digital assistant (PDA) that will plan our daily wardrobe from an inventory of clothes based on our schedule, e.g., confirm the location and forecast weather with another PDA, may not be that far off as *Networkworld* [3] suggests:

Imagine a robot that hands you a beer and then cleans your kitchen and living room.

In addition, mechatronic devices will offer enhanced safety and security systems, for example, by relaying vital signs to an incoming ambulance crew and opening the front door when a special code is entered. It is very possible and somewhat available to remotely monitor home systems such as heating, electricity, and fire alarms, reporting failures and errors and provide real-time diagnostics to affect speedier repair. The smart house will adapt to a person’s lifestyle, for instance, knowing the difference between weekdays and weekends, vacations, and regular visitors.

Fig. 15.2 Homecare Wireless Wearable Home Care7

15.4 Medicine and eHealth

Mechatronics is an essential component in the increasing use of technology to support independent living by the elderly and infirmed, and those requiring only some degree of care, while allowing them to retain their residence and independence. By creating a safe and secure environment, persons who might otherwise need institutional care can be monitored for movement, location status and medication schedules. Furthermore, teleconsultations will replace GP and
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7 © 2009, Telcomed Advanced Industries Ltd. (www.telcomed.ie)
nurse visits so that home based patients will become an integral part of their treatment program, which has been shown [4] to be more effective medically and economically than institutional care. Figure 15.2 illustrates the use of wearable and even implantable devices in a home based medical care system.

![Figure 15.2](image1)

**Fig. 15.3** A MAGLEV propulsion system

### 15.5 Transportation

Another area that affects everyone is that of transportation, be it personal or commercial. There is already a much greater use of electric hybrid vehicles, which in the US is being supported by tax breaks for users. In the future, the currently limited mileage on an eight hour charge will increase beyond 100 miles (160 km), and there are already preliminary designs for a smart parking garage where entering vehicles are assigned a parking space where a plug in recharge facility will be available. On exit, the user pays for parking and electricity. Hydrogen based fuel cells are another promising technology just waiting for efficiency levels to become commercially acceptable.

Highway systems are burgeoning to meet the increased demand for trip efficiency on the roadways. Using a transponder (e.g., EZPass™ in the US) or a credit card, vehicles can more rapidly pay tolls or congestion charges without stopping for change; receipts are then available from a website. As automobiles become smarter or incorporate self-parking [5, 6] and collision avoidance systems, it is only a matter of time before guided vehicle technologies will auto-pilot cars on special lanes on motorways. It has been suggested that cars could travel at 70 mph in a batch stream only inches apart. Amusingly, it is gaps in the stream into which deer or other animals can stray that is posing the biggest problem for this concept.
Advanced, high speed mass rapid transit systems are appearing worldwide that use mechatronic components to synchronise station stops, station announcement systems, fare collection units, and steer the train. For long haul journeys, ultra high speed trains using MAGLEV [7] will become commonplace and enable travel at speeds up to 250 mph. Figure 15.3 illustrates MAGLEV technology.

In the field of aeronautics, super jumbo jets such as the Airbus 380 [8] will carry 555 passengers distributed between two decks, with a system that provides automatic takeoff and landing functions with greatly reduced noise levels. Mechatronic systems operate the autopilot, though in the future, will include much more intelligence than is available at present. For example, future autopilot systems will observe debris on the runway, icing of the wings, and birds in flight and take remedial action to prevent accidents.

15.6 Manufacturing, Automation and Robotics

Increasing levels of machine intelligence [9] enable deep cooperation with humans over a wide range of task domains. In addition to acting as the stronger partner in manipulating heavy work-pieces, robots can also provide autonomous service in handling hazardous materials [10] and do so continuously without regard for the working environment. Figure 15.4 shows a large mechatronic robot handling hazardous materials.

Fig. 15.4 A robot handling hazardous waste after an accident

In more advanced manufacturing systems, workflow is established using self reconfigurable machines [11, 12] that bid [13] on an incoming job based on their availability and proximity. The semiconductor industry is very advanced in the use of material handling systems [14] and automated assembly and disassembly [15].
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8 robotsnews.blogspot.com/2007/05/robot-teams-handle-hazardous-jobs.html
15.7 Communications

Communications networks provide a basis for a number of mechatronic systems by linking together distributed system elements. Developments such as self-organising sensor networks [16, 17] allow for the possibility of monitoring information of all types more effectively than previously. Thus, a network of such sensors could form the basis of a telecare or eHealth network, or provide for the monitoring of the operation of a smart building environment [18, 19]. At another level, advanced communications will support collaborative working such as evinced by swarm robots where communication and the sharing of data among the swarm members will support the achievement of higher levels of functionality [20, 21].

Advanced communications also support operation of systems such as unmanned aerial vehicles and sub-sea vehicles by providing support for operator interaction within the operational strategies for such systems [22, 23].

15.8 Nanotechnologies

The use of nanotechnologies is well known in the semiconductor industry [24], where billions of computational elements can be integrated onto a single chip, and is predicted to increase in other applications using nanomechatronic devices. This leads to concepts such as that of medical nanobots which will perform continuous in vivo procedures that will positively affect lifespan and quality of life. One study [25] suggests that:

- hoards of medical nanobots much smaller than a cell will cruise through your body,
- repairing damaged DNA, attacking invading viruses and bacteria, removing contaminates,
- and correcting bodily structures at the molecular level.

The use of implanted diagnostic and maintenance nanosystems for both machines and humans will facilitate early detection of abnormalities and first level repair. Should a problem be outside of the capability of the nanobot, the swarm will report the discontinuity and trigger more conventional diagnostic procedures. Perhaps more mundanely and certainly in the shorter term, implantable devices such as micro-pumps will be used to control the release of drugs such as insulin based on the direct measurement of blood chemistry from implanted sensors.

One area that has been newsworthy is the possibility of enhancing human physiology through micro and nanobionics. Carbon nanotubes are very strong and can be added to natural or manufactured objects, such as reported by a group of scientists at MIT in strengthening airplane wings tenfold [26] or in the enhancement of weak human muscles and bones.

Nanotechnology enables bespoke materials to be synthesised at the submolecular level that possesses inherent properties such as strength or elasticity. For example, it is now possible to dope carbon with nanomaterials to produce
super-diamond strength and resiliency. Smart materials using integrated micro-actuators are already available [27] that react to seismic activity and allow the foundations of bridges to stiffen during a storm and relax when an earthquake would damage its surfaces.

15.9 Advanced Algorithms

The computational components of mechatronic systems vary from the implementation of simple control systems, to intelligent self organisation. Three examples follow. Neural networks [28] are commonplace in mechatronic systems that need to learn how to optimise control tasks over time. Research into particle swarm technology [29] is proving useful in the solution of hard scheduling problems where the complexity of the problem baffles simple tree searching. One of the apparent defects is the difficulty of coding the desire of the swarm to branch out beyond a promising solution path to uncharted areas within the solution space. A similar method that ages data so that the trajectory of a solution is forced to forage into new spaces uses the ant colony optimisation (ACO) metaphor [30].

15.10 Artificial Intelligence

The techniques of artificial intelligence [31–34] are likely to make an increasingly significant contribution to all aspects of mechatronics in coming years. In design, the use of recommender systems [35–37] linked to knowledge about manufacturing capability and capacity, and smart databases will support the effective use of materials and facilities as well as supporting design modification and re-use rather than redesign. In addition, the deployment of data mining and knowledge discovery [38, 39] will support developments such as case-based reasoning to enable the more effective use of known solutions and methods as well as supporting the development of new solutions.

At the device level, the introduction of autonomous decision making strategies such as those associated with the DARPA Grand Challenge and Urban Challenge [40, 41] vehicles will support the development of newer and smarter systems and products [42]. These will be supported by the deployment of self-organising networks of sensors and devices, which of themselves will form the basis for distributed computing networks at the system level, as for instance in relation to developments in automotive technology9.

In medical technology, developments in prostheses will increasingly rely on the smart integration of drives and actuators with novel sensors to enable more
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9 See, for instance, Chapter 6 – *Mechatronics and the Motor Car*
realistic and lifelike behaviours\textsuperscript{10}. Similarly, enhancements in system intelligence will support advanced healthcare strategies which will in turn increase independence for a wide range of individuals.

15.11 Conclusions

The authors hope that readers of the text have enjoyed the case studies, fundamental research, applications and opinions of the contributors to this text. Above all else, it is their express desire that readers become convinced of at least the following four precepts. Firstly, that mechatronics in action is a reality. Secondly, that the application of the principles of mechatronic design ensure from the onset that systems are inherently sustainable, reliable and environmentally responsible. Thirdly, that mechatronics is an integrative discipline that synergistically applies innovations in many areas of technology. Lastly, that the future is indeed now.
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Dr. Acar has published over 130 refereed research papers in academic journals and international conference proceedings, and has served as a member of the Editorial Board of the Mechatronics Journal, Pergamon, Elsevier Science and currently the International Journal of Mechatronics. He is also currently a member of the Editorial Board of the Manufacturing Systems, Inderscience Publishers. He was honoured with the Thomas Hawksley Memorial Lecture of the IMechE in 1989, won a NATO ASI grant in 1992 and a Royal Academy of Engineering Global Research Award for a secondment to North Carolina State University.

\textsuperscript{11} American Society of Mechanical Engineers  
\textsuperscript{12} Institution of Mechanical Engineers
Chapter 6 – Mechatronics and the Motor Car

*Derek Seward*

Derek Seward is Professor of Engineering Design at Lancaster University and a former Head of Engineering. His research interests lie in intelligent mobile robotics with specific application to construction and nuclear decommissioning. He was involved in the development of a robot excavator and intelligent control of heavy hydraulic construction plant. He also has an interest in the safety of complex mechatronic systems and teaches a master’s level module on the Design of Safety-Critical Systems. He is a former board member of the International Association for Automation and Robotics in Construction and has published widely in the field.

Chapter 7 – Multi-mode Operations Marine Robotic Vehicle – a Mechatronics Case Study

*Daniel Toal*

Daniel Toal was born in Dublin in 1961 and received his Hon Dip EE from the Dublin Institute of Technology and his BSc (Eng) in Electrical Engineering from the Dublin University (Trinity) in 1984, his MSc in Manufacturing Systems Engineering from Cranfield University, UK, in 1986 and his Ph.D. from the University of Limerick (UL), Ireland in 2004. He worked for some years in the areas of electrical/high voltage engineering, automation, and manufacturing systems consultancy before taking up an academic position at UL in 1992.

He is a currently a senior lecturer in electronics in the Department of Electronic and Computer Engineering at UL. His research interests include robotics, land-based and marine robots (both ROVs and AUVs), industrial robots, controller design, sensor design and integration, motion control, subsumption and behaviour based control and the application of these technologies to autonomous robotics.

Over the last seven years, his focus in robotics research has been in the marine environment as a domain where the natural challenges imposed by the subsea environment make robotics a must for subsea developments, mapping, exploration and intervention. Dr. Toal is the founder and director of the Mobile & Marine Robotics Research Centre within the Department of Electronic and Computer Engineering, UL. He is also a director of the Charles Parsons Initiative on Energy and Sustainable Environments at UL and Programme Director for the Bachelor of Engineering in Robotics at UL.
Edin Omerdic

Edin Omerdic received the Dipl. Eng. and MS degree in electrical engineering from the University of Zagreb, Zagreb, Croatia, in 1997 and 2001 respectively, and a Ph.D. in electrical engineering from the University of Wales, Newport, UK in 2004. He is currently a Senior Research Fellow for Ocean System Modelling, Charles Parsons Initiative, at the Mobile and Marine Robotics Research Centre, University of Limerick, Ireland.

His research interests include modelling and simulation of dynamic systems (marine platforms, ocean dynamics & disturbances), real-time simulators, virtual reality, development and design of guidance, navigation and control system for marine vessels, nonlinear control systems, implementation of soft-computing techniques in intelligent systems, underwater robotics and fault-tolerant systems.

James Riordan

James Riordan received the Bachelor of Electronic Engineering in 2002 with the Department of Electronic and Computer Engineering, University of Limerick, Ireland. He was awarded the Ph.D. degree in Computational Ocean Acoustics in 2006 for research conducted with the Mobile & Marine Robotics Research Centre, where he is currently a Postdoctoral Research Fellow. His research interests include: marine survey operations, real-time imaging-sonar simulation, parallel computing, fractal modelling, multi-resolution model abstraction, automated sonar data processing, & 3D visualisation.

Seán Nolan

Seán Nolan graduated from the University of Limerick with a Bachelor of Engineering Degree in Electronics in 2001. He then joined the Mobile and Marine Robotics Research Centre (MMRRC) at the University of Limerick where he was awarded a M. Eng for work carried out in the area of Autonomous Underwater Vehicle test-bed development in 2003. Seán subsequently began research in the area of intelligent sensor strategies for use on underwater vehicles and was awarded a Ph.D. at the University of Limerick in 2007 for his work on the characterisation and development of close-range ultrasonic collision avoidance sensors.

Since then, Sean has worked in the MMRRC as a research fellow on a study for the Irish Marine Institute examining technologies for use in offshore aquaculture in high energy sites and on a collaborative European Interreg project ‘MARINE’, focused on Marine Incident response. Sean is currently working as a research and development engineer on the MMRRC’s state-of-the-art remotely operated vehicle (ROV). Successful trials of ROV LATIS took place at the beginning of March 2009 aboard the RV Celtic Explorer.
Chapter 8 – Wireless Communication Technology for Modular Mechatronic Controllers

Glen Bright

Professor Glen Bright obtained his BSc, MSc and Ph.D. at the University of Natal in the area of robotics and manufacturing. His research interests include reconfigurable manufacturing systems (RMS) and autonomous mobile robots (AMR) for advanced manufacturing materials handling. His research provides industry with solutions for advanced manufacturing problems. Research is achieved through local and overseas research collaboration.

Prof. Bright has published extensively in the field of advanced manufacturing, mechatronics and robotics. He is currently head of school in Mechanical Engineering at the University of Kwa-Zulu Natal in the Republic of South Africa (RSA).

Nkgatho Sylvester Tlale

Dr Tlale has published extensively in the fields of advanced manufacturing, mechatronics and robotics. He is currently a Research Group Leader at the Council for Scientific and Industrial Research (CSIR) in the RSA. Prior to CSIR, Dr. Tlale held several academic positions at Massey University (New Zealand) and the University of Pretoria (RSA), respectively. In these roles, he conducted research and taught several courses in advanced manufacturing, mechatronics and robotics. His current research interests are AMR, parallel kinematics manipulators and RMS.

Christopher M. Kumile

Christopher M. Kumile is a Senior Lecturer of Manufacturing Engineering at Tshwane University of Technology, Pretoria, RSA. Chris has extensive experience in the engineering education sector and has published specifically in advanced manufacturing technology and mechatronics. He received his B Eng. (Hons) and MSc degrees in Manufacturing Engineering from Portsmouth University, UK. He is currently doing his Ph.D. in Mechanical Engineering at the University of KwaZulu Natal. His areas of expertise are mechatronics, robotics, and advanced manufacturing systems.
Chapter 9 – The Utility Function Method for Behaviour Selection in Autonomous Robots

Mattias Wahde

Dr. Mattias Wahde received his Ph.D. in 1997 from Chalmers University of Technology and was then a postdoctoral fellow at the Nordic Institute of Theoretical Physics (NORDITA) from 1997 to 1999. He then returned to Chalmers as an assistant professor. Since 2002, he has been an associate professor at the Department of Applied Mechanics where he leads the Adaptive systems research group whose research is centred on autonomous robots, particularly regarding behaviour selection methods. Dr. Wahde's research interests also include stochastic optimisation and biologically inspired optimisation methods. Dr. Wahde is also a co-director of the international master’s programme for Complex Adaptive Systems at Chalmers University of Technology. There, he teaches several courses on topics such as stochastic optimisation methods, autonomous agents, and humanoid robotics. He has published around 50 scientific journal and conference papers, and is also the author of a recent book on biologically inspired optimisation methods.

Chapter 10 – Force Sensing in Medical Robotics

Kaspar Althoefer

Kaspar Althoefer is a Senior Lecturer in the Department of Mechanical Engineering at King’s College London, leading research on Sensing and Embedded Intelligence in the Centre for Mechatronics and Manufacturing Systems (CMMS). Being engaged in research on mechatronics since 1992, he has considerable expertise in the areas of sensing, and data analysis and interpretation using neural networks and fuzzy logic as well as robot-based applications. He has published over 100 refereed research papers in international journals and conference proceedings. He is also a Member of the IEEE and IET.

Hongbin Liu

Hongbin Liu received the B.Sc. degree in Materials Control Engineering from Northwestern Polytechnical University, China in 2005. In 2006, he was awarded the M.Sc. with Distinction in Mechatronic and MSc Mechatronics Prize (Best Overall Student) from King’s College London, UK. He is currently pursuing a Ph.D. degree at King’s College London. His research focuses on the dynamics of tool-biological tissue interaction for medical applications.
Pinyo Puangmali

Pinyo Puangmali received the B.Eng. degree in mechanical engineering from Chiang Mai University, Thailand in 1999 and the M.Sc. degree in mechatronics from the University of Siegen, Germany, in 2004. He is currently pursuing a Ph.D. in miniaturised force sensors for medical applications at King’s College London. His research interests also include mathematical modelling of dynamic systems and robotics.

Dinusha Zbyszewski

Dinusha Zbyszewski graduated from King’s College London with a MEng degree in Mechanical Engineering with Business Management, being awarded the Jelf Medal as the leading student in his class. He is currently working towards his Ph.D. in the field of Medical robotics and Minimally Invasive Surgery at King’s College London. His research is carried out in the Centre for Mechatronics and Manufacturing Systems in collaboration with the Urology Department of Guy’s Hospital, London.

David Noonan

David Noonan received the B.Eng. degree in Mechatronic Engineering from Dublin City University, Ireland in 2005. In 2006, he was awarded the M.Sc. in Mechanical Engineering Research with Distinction from King’s College London, UK. He is currently pursuing a Ph.D. at Imperial College London. His research focuses on the dynamics of tool-biological tissue interaction for medical applications and robotic devices to provide enhanced imaging and sensing during minimally invasive surgery.

Lakmal D Seneviratne

Lakmal Seneviratne is a Professor of Mechatronics and the Director of the Centre for Mechatronics at King’s College London. His main research focus is the control of complex mechatronic systems interacting with external environments. He is a Fellow of the IET and IMechE and a member of the IEEE.

---

13 Named for Richard William Jelf, Principal of King’s College London from 1844 to 1868, the Jelf Medal is awarded to the student who, in the view of the Principal, has most distinguished themselves during their undergraduate career in the College.
Chapter 11 – Intelligent Prosthesis – a Biomechatronics Approach

Abbas Dehghani

Abbas Dehghani is a Senior Lecturer in the School of Mechanical Engineering in the University of Leeds where he is responsible for Mechatronics and Robotics research and teaching. His research interests lie mainly in the areas of bioMechatronics and bioRobotics. These include research in distributed smart sensors, actuators, machine intelligence and control, and biologically inspired systems with particular interest in locomotion. Applications cover a wide range, such as medical devices, healthcare and assistive technologies.

Chapter 12 – Education in Mechatronics

Vladimir Vantsevich

Dr. Vladimir Vantsevich is a Professor in Mechanical Engineering and the founding Director of the Master’s of Science in Mechatronic Systems Engineering Program at Lawrence Technological University, Michigan. He is also a co-founder and the Associate Director of the Automotive Engineering Institute. Prior to joining Lawrence Tech, Dr. Vantsevich was a Professor and the Head of Research and Design Group on Multi-Wheel Drive Vehicles that designed and developed a number of mechatronic and mechanical driveline systems for various purpose vehicles in Belarus. He earned his Ph.D. and DSc (the highest degree in the former USSR) degrees in Automobile and Tractor Engineering from Belarusian National Technical University.

Prof. Vantsevich’s research interests have focused on inverse and direct dynamics, on mechanical and mechatronic system modelling, design and control with applications to autonomous and conventional vehicles, driveline and locomotion systems. He is the author of four technical books and more than 100 research papers on inverse/direct vehicle dynamics, vehicle performance optimisation and control, and driveline systems design. Prof. Vantsevich delivered more than 110 science seminars, invited lectures and technical presentations at academic institutions and to industry audiences. He is also a registered inventor of the USSR, holding 30 certified inventions.

Prof. Vantsevich is an Associate Editor of the International Journal of Vehicle Autonomous Systems and the International Journal of Vehicle Noise and Vibration. He is a member of the Editorial Board of the Journal of Multi-body Dynamics (Part K of the Proceedings of the Institution of Mechanical Engineers).

He is a Fellow of ASME, a member of the Association of Vehicle Autonomous Systems International, SAE, International Society for Terrain-Vehicle Systems, and International Association for Vehicle System Dynamics.
Chapter 13 – Mechatronics Education

Job van Amerongen

Job van Amerongen studied Electrical Engineering at Delft University of Technology. From 1973–1987, he was assistant and then associate professor at Delft University of Technology where he worked on applications of modern control theory, especially model reference adaptive control in ship control systems and electrical power production systems. Since 1987, he has been a professor in Control Engineering at the University of Twente.

In 1989, he co-founded and chaired the Mechatronics Research Centre Twente. From 1994–1998, he was dean of the Faculty of EE and from 1998–2006, the scientific director of the Drebbel Institute for Mechatronics. Since 2005, he has been head of the department of EE in the faculty of Electrical Engineering, Mathematics and Computer Science (EEMCS). He is a member of the IFAC Technical Committee on Mechatronics, the IFAC TC on Marine Systems and an international member of the Mechatronics Forum in the UK.

At present, he is a member of a team that works on a new curriculum regarding "Creative Technology" at the University of Twente. Current research interests are applications of intelligent control in mechatronic systems, modelling and simulation and embedded control systems. He is the author of many papers on adaptive and intelligent control, mechatronics and the automatic steering of ships, co-author of a book on adaptive control systems and author of three courses on systems and control of the Dutch Open University.

Chapter 14 – A Personal View of the Early Days of Mechatronics in Relation to Aerospace

Bill Scarfe MBE

William Scarfe spent most of his working life employed in the aircraft industry. In 1967, he was invited to form a development laboratory to support newly evolving avionics systems. Previously, he had been involved with more mechanical systems such as weapons, rockets and ballistic stores, i.e., bombs.

The advent of avionics provided the opportunity to become involved with this latest technology. An invitation to establish development laboratories to support avionics was readily accepted. At the time, knowledge on that topic was extremely limited and of necessity, the task was one of trailblazing, an all too rare an opportunity. He continued in this job until retiring from his position as Chief of Engineer Systems Development. During this period, the job had expanded to include all systems on the aircraft and also provided the interest in mechatronics.

During the latter part of his career, he was invited to work at Lancaster University to provide an industrial input to ongoing work on systems research within the engineering department. A liaison was quickly formed with David
Dawson\textsuperscript{14} and David Bradley\textsuperscript{15}, resulting in his involvement in the Mechatronics Forum. Eventually, he was invited to become an industrial member of the Science and Engineering Research Council where he became a spokesman for Mechatronics.

\textsuperscript{14} The author of Chapter 3

\textsuperscript{15} Now Prof. David Bradley and one of the editors of this book